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Abstract
This paper addresses the challenge of efficiently and accurately predicting an electric vehicle’s attainable range. Specifically, our approach accounts for a driver’s generalised route preferences to provide up-to-date, personalised information based on estimates of the energy required to reach every possible destination in a map. We frame this task in the context of sequential decision making and show that energy consumption in reaching a particular destination can be formulated as policy evaluation in a Markov Decision Process. In particular, we exploit the properties of the model adopted for predicting likely energy consumption to every possible destination in a realistically sized map in real-time. The policy to be evaluated is learned and, over time, refined using Inverse Reinforcement Learning to provide for a life-long adaptive system. Our approach is evaluated using a publicly available dataset providing real trajectory data of 50 individuals spanning approximately 10,000 miles of travel. We show that by accounting for driver specific route preferences our system significantly reduces the relative error in energy prediction compared to more common, driver-agnostic heuristics such as shortest-path or shortest-time routes.

INTRODUCTION
According to recent market forecasts the number of electric vehicles (EVs) on the roads worldwide is set to increase from ca. 150,000 in 2013 to over two million by 2020 (ABI 2013). The adoption of this technology is driven largely by environmental, economic and political factors. However, recent studies have shown that one of the primary impediments to such mass-market adoption is range anxiety due to inaccurate in-situ estimates of available vehicle range (Nilsson 2011). As a result, many studies now exist aimed at modelling energy consumption and factors influencing it such as a driver’s likely acceleration profile (see, for example, (Karbowski, Pagerit, and Calkins 2012; Oliva, Weihrauch, and Torsten 2013)). Often, these systems provide the user with an indication of attainability for a particular destination queried. However, a significant disadvantage of these approaches is the requirement to manually specify a-priori the desired destination – a task which quickly becomes a nuisance. In addition, even if the destination were known, the exact route taken may induce variations in energy usage of up to 40% (Minett et al. 2011).

Our work aims to address these shortcomings by providing the driver with a personalised range map, which exhaustively specifies attainability for every destination in a realistically sized map in real-time, without the burden on the driver to provide route or destination information (see Fig. 1). Instead of such explicit user-interaction we propose a life-long learning system, which continuously adapts to driver-specific energy needs by learning a route preference model. Attainability estimates are derived by comparing predictions of likely energy consumption with the current state of charge of the EV battery. While our work leverages a commonly employed route preference model, it is the requirement for efficient consideration of all routes to every possible destination in the map, which sets our endeavour apart from the otherwise richly studied area of route prediction. In particular, we show that framing this problem in the context of sequential decision making provides a natural mechanism not only for the incorporation of driver-specific information but also allows for an efficient implementation suitable for real-time deployment. Energy estimates themselves are based on a canonical model of vehicle energy consumption accounting for driving style, route infrastructure and geography.

To the best of our knowledge this is the first work aimed at efficiently providing personalised range maps by accounting for a driver’s generalised route preferences only based on observing driving behaviour. Further contributions of our work are

- the formulation of the prediction of expected energy consumption as policy evaluation in a Markov Decision Process,
- an efficient algorithm for providing real-time, personalised predictions of attainability for all destinations in a map,
- a system capable of life-long adaptation to user preferences.

We demonstrate that continuously accounting for generalised route preferences over time significantly reduces the error in predicted energy use – and hence improves prediction of attainable range.
consider a driver who routinely uses an electric vehicle for transportation in a given area, for which a map is available. Specifically, we consider a map to consist of a road network composed of individual road segments $s_i$, which are joined at intersections. Each road network together with associated route infrastructure (e.g., number and location of traffic lights, stop signs, etc) can be readily obtained from community projects such as OpenStreetMap (Haklay and Weber 2008).

The problem of range map generation can be formulated as identifying map destinations which are energetically attainable. We model this situation by considering the destination $s_g$ being attainable if the expected energy required to travel there $E_\theta(s_s, s_g)$ from the current location $s_s$ for user-specific driving preferences $\theta$ is less than the current state of charge of the battery, $E_{soc}$.

Our goal, then, is to estimate the expected energy, $E_\theta(s_s, s_g)$ to every destination, $s_g$. We assume that travel is restricted to the available road network, i.e., that a driver will not drive off-road. The map topology thus gives rise to a set of all available trajectories $T_{s_s, s_g} = \{s_1, \ldots, s_n\}$, where each $s_i$ denotes a specific trajectory from $s_s$ to $s_g$. These trajectories can be substantially different and each one has associated with it a particular energy cost $E(s_i)$. We further express a driver’s preferences over the set of trajectories as a conditioning of the likelihood of a particular trajectory being traversed, $p_\theta(s_i)$, on the set of user-specific parameters $\theta$. In this formulation, therefore, we are interested in computing, for every possible destination $s_{goal}$ in the map, the expected energy consumed in getting there from the current location $s_s$ as

$$E_\theta(s_s, s_g) = \sum_{s_i \in T_{s_s, s_g}} p_\theta(s_i) E(s_i).$$ (1)

While intuitive, this approach to range map computation suffers from two significant drawbacks. Firstly, the set $T_{s_s, s_g}$ can consist of exponentially many trajectories, which renders a direct computation of $E_\theta(s_s, s_g)$ infeasible in a real-time context. Secondly, this problem is compounded by the need to compute $E_\theta(s_s, s_g)$ for every possible destination $s_g$ in the map. In the remainder of this paper we set out a computationally efficient solution to the task of computing such a user-specific range map.

**RANGE PREDICTION VIA SEQUENTIAL DECISION MAKING**

We consider a model where generalised route preferences of the driver are encoded as a particular policy in a Markov Decision Process (MDP). We assume this policy to optimise an a-priori unknown, user-specific reward structure, which can be learned and, over time, refined from trajectory data using Inverse Reinforcement Learning (IRL). Computation of Equ. 1 for a single destination $s_g$ is framed as an evaluation of this policy in a related MDP, which has its reward structure replaced with one expressing the energy demand of every action based on a canonical model of energy consumption. At the end of this section we present an efficient polynomial-time algorithm which allows computation of $E_\theta(s_s, s_g)$ for every destination at once – a property critical to real-time range map computation.

**Energy Consumption As MDP**

Let an MDP be specified by the tuple $\{S, A, P, R\}$ where the set of states is composed of all road segments in a...
Figure 3: Examples of most likely trajectories between the same start and destination induced by three different route preferences. [left] minimum time traveled (the trajectory mainly follows motorways), [middle] minimum distance traveled and [right] custom preference learned from observations.

map, $\mathcal{S} = \{s_1, s_2, \ldots, s_N\}$, the set of available actions is composed of all possible turns at the end of a road segment, $\mathcal{A} = \{a_1, a_2, \ldots, a_M\}$, the transition model, $P$, is deterministic and the reward structure, $R$, associates one reward with each state-action pair. In fact, the specific MDP we consider here encompasses all oriented road segments and associated actions as illustrated in Fig. 2. In this case the rewards express the energy cost of choosing a particular action in a particular state, $E(s_t, a_j)$. The deterministic transition model implies that a particular state-action pair leads to a particular next state with certainty, such that $p(s_j | s_i, a_k) = 1$. Any trajectory in the road network can then be expressed as a sequence of state-action pairs $\varsigma = \{(s_0, a_0), \{s_1, a_1\}, \ldots, \{s_{n-1}, a_{n-1}\}, \{s_n, a_n\}\}$ where the final state, $s_n$, is an absorbing state where no further reward is accrued independent of actions taken. In this model every trajectory has an associated total energy cost given by the sum of the individual costs

$$E(\varsigma_i) = \sum_{(s_t, a_t) \in \varsigma_i} E(s_t, a_t). \quad (2)$$

We assume driver route preferences when driving to $s_g$ to result in a stochastic policy $\pi$ defining a probability distribution over possible actions $p_\pi(a_j | s_i)$ at the end of every road segment. The probability of the user taking a particular trajectory can be expressed as the probability of observing the corresponding state-action sequence, such that

$$p_\theta(\varsigma_i) = \prod_{(s_t, a_t, s_{t+1}) \in \varsigma_i} p(s_{t+1} | s_t, a_t)p_\pi(a_t | s_t). \quad (3)$$

Computing $E_\theta(s_s, s_g)$ as per Equ. 1 is now equivalent to evaluating the value of policy $\pi$ at state $s_s$,

$$E_\theta(s_s, s_g) = V_\pi(s_s). \quad (4)$$

Several efficient methods for policy evaluation exist. Here we employ a method where $V_\pi(s_s)$ can be found as a solution of a system of linear-equations (Sutton and Barto 1998):

$$V_\pi(s_i) = \sum_{a_j} p_\pi(a_j | s_i) \left( E(s_i, a_j) + \sum_{s_k} p(s_k | s_i, a_j)V_\pi(s_k) \right) \quad (5)$$

Moreover, this method has the advantage that it produces value $V_\pi(s_i)$ and hence $E_\theta(s_s, s_g)$ for all possible starting states $s_i$ at once. Computation of a range map however requires the opposite – $E_\theta(s_s, s_i)$ for all possible destinations $s_i$ - an expected energy to reach every destination. In a subsequent section we show how our formulation makes computation of this quantity feasible at no extra cost. First, however, the driver-specific policy $\pi$ has to be learned.

**Driver Model**

The policy to be evaluated implicitly induces the driver-specific probability distribution over possible trajectories, $p_\theta(\varsigma_i)$ considered in Equ. 1. This becomes apparent when contrasting, for example, the trajectories taken by drivers who minimise travel time or distance (see Fig. 3) with the more complex preferences often exhibited in reality. Following the work of (Ziebart et al. 2008), here we describe how, for an individual driver, both $p_\theta(\varsigma_i)$ and $p_\pi(a_j | s_i)$ can be derived given a set of trajectories traversed. As in the examples above we implicitly assume a driver to optimise an a-priori unknown cost function which leads to a particular trajectory to a given destination. In particular, we employ the feature-based IRL formulation proposed by (Ziebart et al. 2008) and express this cost as a driver-specific reward structure in an MDP defined over the road network. More specifically, this MDP is identical to the one described in the previous section apart from the reward structure, which is unknown and needs to be recovered. The reward for a given state-action pair, $R_\theta(s_i, a_j)$, is assumed to be a weighted linear combination of features, $f_{s_i, a_j}$, such that

$$R_\theta(s_i, a_j) = \theta^T f_{s_i, a_j} \quad (6)$$

where $\theta$ denotes the weight vector. The features express various properties encountered when transitioning from one
road segment to another, such as the segment length, the time required to traverse it, the road class (e.g. motorway, dual carriage way, residential, etc.) and number of lanes, angle of turn as well as the number of full stops required due to, for example, the presence of traffic lights or stop signs. The overall reward for a given trajectory, $R_\theta(s_i)$, is computed as the sum of the rewards of the state-action pairs encountered along it,

$$R_\theta(s_i) = \sum_{(s_t, a_t) \in s_i} R(s_t, a_t).$$

For given weights $\theta$ the probability of a driver taking trajectory $s_i$ is considered to be proportional to a function exponential in its total reward,

$$p_\theta(s_i) \propto e^{R_\theta(s_i)}.$$  

This preference model gives rise to an equivalent stochastic policy in the MDP specifying the probability of taking action $a_j$ in state $s_i$, which is proportional to the sum of probabilities of trajectories starting with the given action, such that

$$p_\pi(a_j | s_i) \propto \sum_{s_k \in \{s_i, a_j\}} p_\theta(s_k).$$

Maximum Entropy Inverse Reinforcement Learning can then be used to find the weight vector $\theta$ for a given driver based on observed trajectories. This, as well as the computation of the driver specific policy can be carried out efficiently using the forward-backward algorithm described in (Ziebart et al. 2008).

An important attribute of this model is that it does not suffer from the label-bias problem (Lafferty, McCallum, and Pereira 2001). This ultimately leads to a computational shortcut when evaluating this policy as discussed in a subsequent section.

### Efficient Range Map Computation

As described above, policy evaluation approaches can be used to compute the expected energy requirement $E_\theta(s_i, s_g)$ in reaching a destination $s_g$ from the current location $s_i$. The generation of a range map, however, in principle requires the application of such a policy evaluation step for every possible destination, which is computationally infeasible. Instead we present a computational shortcut, which allows for the simultaneous evaluation of $E_\theta(s_i, s_g)$ for every possible goal $s_g$ in a map.

In particular, instead of the original MDPs used to model trajectory preferences and energy consumption we now consider related MDPs consisting of the same set of states, actions and rewards but with a transition model $P'$ which encodes the transpose of the original road graph. Effectively, therefore, the outcome of every action is reversed, such that $p'(s_k | s_i, a_j) = p(s_i | s_k, a_j)$. Note that every trajectory $s_i$ in the original MDPs is also feasible in these new MDPs but that it is traversed in reverse (see Fig. 4). Importantly, as the reward structure remains the same, Eq. 8 implies that the probability distribution over trajectories $\mathcal{T}_{s_g,s}$ from $s_s$ to $s_g$ in the original MDPs is the same as the probability distribution over trajectories $\mathcal{T}_{s_g,s}$ from $s_g$ to $s_s$ in the new MDPs. It follows, therefore, that $E_\theta(s_s, s_g)$ in the original MDPs and $E_\theta'(s_g, s_s)$ in the transposed version are equivalent,

$$E_\theta(s_s, s_g) = \sum_{s_i \in \mathcal{T}_{s_g,s}} p_\theta(s_i) E(s_i)$$

$$= \sum_{s_i \in \mathcal{T}_{s_s,s}} p_\theta'(s_i) E(s_i) = E_\theta'(s_g, s_s).$$

As a result, $E_\theta(s_s, s_g)$ can be computed for every $s_s$ at once by first constructing MDPs based on the transposed road network and then solving for the expected energy consumption $E_\theta'(s_i, s_s)$ from every starting state $s_i$ to the destination $s_s$ as described previously.

![Figure 4: A trajectory spanning states and actions in the original road network (a) and the same trajectory in the transposed network (b).](image-url)
The algorithm is summarised in Algorithm 1. Computation of \( E_\theta(s, s_i) \) consists of three steps. First, we transpose the road network. Then we compute a policy to reach state \( s_i \) based on a particular driver’s route preferences in the transposed route network using the backward pass described by (Ziebart et al. 2008). The value of this policy for every state is then computed by solving a system of linear equations. The final range map is obtained by thresholding the energy consumption predictions against the current state of charge of the vehicle battery, \( E_{soc} \).

**VEHICLE ENERGY MODEL**

The energy consumed over the course of a trajectory, \( E(\zeta) \), is modelled as the sum of energy costs of state-action pairs along the trajectory and given by Equ. 2. This cost incorporates events specific to the transition, such as potentially stopping at an intersection or changing velocity according to the law of the land, as well as the energy required while traversing road segment \( s_{t+1} \) itself. To estimate these values we combine a canonical model of an expected velocity profile with a physical model of the resulting energy demand of the vehicle.

**Velocity Profile**

We model a driver’s chosen velocity, \( v \), and acceleration, \( \dot{v} \), as a road segment is traversed by adapting the Intelligent Driver Model (IDM) by (Treiber, Hennecke, and Helbing 2000). The IDM was originally applied in the context of a car-following scenario. It can, however, be employed here by assuming the end of the road segment to be a car moving at velocity \( v_f \) equivalent to the desired velocity at the end of the segment. Given the road speed limit \( v_0 \) and distance to the end of the segment \( s \), the acceleration of the driver is then given by the ordinary differential equation

\[
\dot{v} = v_{\text{max}} \left( 1 - \left( \frac{v}{v_0} \right)^3 \right) + \dot{v}_{\text{min}} \left( \frac{(v - v_0)^2}{4s^2} \right).
\]  

(11)

Values of speed limits, positions of stop signs and traffic lights can be extracted from sources such as OpenStreet map (Haklay and Weber 2008). \( \delta \) denotes a smoothness parameter. The values used are summarised in Table 1.

![Figure 5: The forces acting on a car (Guzzella and Sciarretta 2007).](image)

**Physical Model**

The energy cost of an action \( E(s_i, a_j) \) is obtained by integrating the vehicle’s power demand \( P_{\text{car}} \) during action \( a_j \),

\[
E(s_i, a_j) = \int P_{\text{car}}(t) \, dt.
\]  

(12)

The power demand of the car is the sum of the engine power \( P_{\text{eng}} \) and the auxiliary power demand \( P_{aux} \) due to car accessories such as lights, air conditioning, etc, such that

\[
P_{\text{car}} = P_{\text{eng}} + P_{aux}.
\]  

(13)

The engine power demand, \( P_{\text{eng}} \), is a function of velocity and acceleration. We assume an efficient system such that

\[
P_{\text{eng}} = F_{\text{eng}} \cdot v,
\]  

(14)

where \( F_{\text{eng}} \) is the force produced by the engine required to overcome forces acting on the vehicle at a given speed. As depicted in Fig. 5, these forces decompose into components due to acceleration, friction, air resistance and gravitation (Guzzella and Sciarretta 2007).

\[
F_{\text{eng}} = F_{\text{acc}} + F_{\text{friction}} + F_{\text{air}} + F_g,
\]  

(15)

where

- \( F_{\text{acc}} = m \cdot \dot{v} \) is the force needed to accelerate the vehicle,
- \( F_{\text{friction}} = c_{rr} \cdot m \cdot g \) is the rolling resistance,
- \( F_{\text{air}} = \frac{1}{2} C_d A_f \rho \cdot v^2 \) is the aerodynamic resistance force,
- \( F_g = m \cdot g \cdot \sin(\alpha) \) is the hill-climbing force.

The physical constants required to compute these quantities are inspired by those for a Nissan Leaf and are detailed in Table 1. Fig. 6 shows an example of the resulting acceleration, velocity and power demand profile of a vehicle traversing a typical segment of the road network.
smoothness coefficient
vehicle mass
maximum acceleration
comfortable deceleration
smootheness coefficient

<table>
<thead>
<tr>
<th>Constant</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_{\text{max}})</td>
<td>maximum acceleration</td>
<td>(1m/s^2)</td>
</tr>
<tr>
<td>(\dot{v}_{\text{min}})</td>
<td>comfortable deceleration</td>
<td>(-3m/s^2)</td>
</tr>
<tr>
<td>(\delta)</td>
<td>smoothness coefficient</td>
<td>4</td>
</tr>
<tr>
<td>(m)</td>
<td>vehicle mass</td>
<td>(1521kg)</td>
</tr>
<tr>
<td>(c_{\text{rr}})</td>
<td>rolling friction coefficient</td>
<td>0.015</td>
</tr>
<tr>
<td>(c_d)</td>
<td>aerodynamic drag coefficient</td>
<td>0.25</td>
</tr>
<tr>
<td>(A_f)</td>
<td>frontal area</td>
<td>(2.846m^2)</td>
</tr>
<tr>
<td>(\rho)</td>
<td>air density</td>
<td>(1.22kg/m^3)</td>
</tr>
<tr>
<td>(P_{\text{aux}})</td>
<td>auxiliary power consumption</td>
<td>(490W)</td>
</tr>
</tbody>
</table>

Table 1: Physical quantities and values used to model energy consumption.

**EXPERIMENTS**

This section explores the efficacy of the method proposed and provides benchmarking with respect to alternative approaches. In particular, we set out to demonstrate that integration of driver-specific route preference information provides a significant performance gain in terms of reduced prediction error as compared to more standard, driver agnostic methods assuming, for example, shortest path or traversal time models. As range map generation crucially depends on the accuracy of the underlying estimates of energy consumption we will focus our evaluation on the relative error incurred in \(E_\theta(s_s, s_g)\).

For evaluation we use Microsoft’s GeoLife dataset (see, for example, (Zheng et al. 2008; 2009; Zheng, Xie, and Ma 2010)) containing GPS traces collected from a number of different users. Specifically, our experiments consider 50 different users, each having on average 100 trajectories spanning the urban area of Beijing, China. The road network and infrastructure information for this region covering about 100km² was obtained from the OpenStreetMap project (Haklay and Weber 2008). This road network is very dense and contains a multitude of possible routes between any two places. The resulting MDP contains 80,000 states and 130,000 actions. As the dataset contains GPS traces only, these were segmented into individual trajectories based on time and position information. Next, the Hidden Markov Model-based method described in (Newson and Krumm 2009) was used to match the GPS trajectories to the traversed road segments. Following this preprocessing step, for every user considered 30 trajectories were sampled randomly from the set of trajectories available. The remainder were used for testing. Across all users this resulted in total training and test set sizes of 1500 and 3500 trajectories, respectively.

**Prediction Accuracy**

For each driver individually a subset of the training set trajectories were used to learn the preference weights, \(\theta\). The prediction accuracy of the learned model was then evaluated using all trajectories in the test set. In particular, for every \((s, g)\) pair observed in the test set a prediction is made of the expected energy expense incurred by that driver for that trip, \(E_\theta(s_s, s_g)\). This value is then compared against the energy requirement computed for the actual trajectory taken.

As evaluation metric we thus employ the relative prediction error, \(\epsilon(\varsigma|\theta)\), for trajectory \(\varsigma\), given the learned weight vector, \(\theta\), as compared to ground-truth

\[
\epsilon(\varsigma|\theta) = 100 \cdot \frac{E_\theta(s_s, s_g)}{E(\varsigma)} - 1.
\]

Fig. 7 shows the relative prediction error for 50 users as the amount of training data is increased. This is akin to more trajectory information becoming available over time. The figure indicates that the prediction error decreases rapidly from that obtained using the initial model as the number of training trajectories is increased. As information is added to the model beyond 16 training trajectories improvements are more marginal until, at 28 training trajectories, the overall prediction error reaches ca. 6.5%. In our formulation we compute \(E_\theta(s_s, s_g)\) as an expectation over the entire set of possible trajectories from start to goal state. The benefit of this approach over considering, for example, only the most likely trajectory given a driver’s preferences is also shown in Fig. 7. The trajectory from start to goal state corresponding to the maximum-likelihood estimate (MLE) is found by computing the shortest path through the road network using the learned segment cost. While the trend of the MLE solution is similar to that found when computing the full expectation in that the prediction error decreases as information is added to the system, the results suggest overall a performance decrease of ca. 1% compared to using the entire distribution. In contrast, our approach computes an expectation over the entire distribution over trajectories.

We further consider two alternative models for path cost: travel time and distance. Results for both of these are also shown in Fig. 7, which indicates that these commonly used estimates result in considerably higher overall prediction error. This is confirmed by a statistical sign test (Gibbons and Chakraborti 2011) at 99% confidence level and suggest that drivers indeed exhibit more complex preferences as to which route is taken.

**Timing**

The experiments reported here were carried out using code implemented in MATLAB executed on a laptop containing a 2.6GHz i7 processor and 8GB of RAM. With this configuration map updates – i.e. energy usage predictions to every destination for any given starting position – for a map containing 80,000 states were computed at ca. 0.5Hz. Despite running unoptimised code this performance is already sufficient for real-time deployment as map updates can be computed significantly faster than road segments are traversed by the vehicle. We emphasise that this degree of map complexity already encompasses a realistic area of operation. However, as map complexity increases, for example either due to a more elaborate (denser) road network or a greater area covered, map sparsification could be performed in which adjacent road segments could be merged to obtain similar performance.

**RELATED WORKS**

Not least due to the significant economic implications coupled to a large scale adoption of battery electric vehicles, the
predictions are inaccurate because people tend to exhibit more complex route preferences than are captured by these heuristics.

Several works have also considered the more complex prediction problem encountered when neither the destination nor the route are known. (Froehlich and Krumm 2008) and (Joseph, Doshi-Velez, and Roy 2010), for example use anonymised GPS trajectory records of drivers traversing an area to predict the expected trajectory in the near future. Although this method is powerful in some scenarios it requires a good coverage of prior GPS trajectories and can often reliably provide only short-distance predictions.

One way of avoiding altogether the requirement to estimate a route is to make predictions of energy usage for every possible destination in a map. This results in a map indicating attainable destinations similar to the range maps considered in this work, which provide an intuitive visual reference as to whether a driver’s intended destination is reachable or not. (Ferreira, Monteiro, and Afonso 2012) provide a cloud-based solution based on querying an external route planning engine to estimate expected trajectories to nearby destinations. Energy usage estimates are then obtained for a sparse subset of possible destinations by employing trajectory-based models as above. This approach is computationally costly as every destination requires a separate query.

Our work shares the aspiration of providing a driver with a map indicating attainable driving range. Above and beyond prior art, however, our approach accounts for driver-specific route preferences as well route-specific factors by integrating over driver-specific distributions over possible trajectories to every possible destination. Our results show that this leads to more accurate predictions of energy usage over driver-agnostic approaches. Further, and in contrast to (Ferreira, Monteiro, and Afonso 2012), we generate dense maps indicating attainability for every possible destination at a speed suitable for on-line deployment.

To the best of our knowledge this is the first work combining route preference modelling with energy usage prediction for electric vehicles. However, our work is closely related to that by (Vogel et al. 2012) who also use IRL to learn route preferences in order to optimise the powertrain controller of a hybrid car, leading to fuel saving of 1.22% over a traditional approach. In contrast to this work, the estimation of an attainable range map poses significant algorithmic challenges – most notably the requirement to efficiently compute estimates for every possible destination and not only short-term behaviour.

CONCLUSIONS AND FUTURE WORK

Previous work in range estimation for electric vehicles has largely ignored driver preferences in terms of route selection. In this work we propose an efficient framework to account for such preferences and show that our approach can reduce the error in predicted energy use to almost one half of that obtained when predicting energy consumption based on common heuristics such as shortest travel time. We leverage an Inverse Reinforcement Learning approach to provide a life-long learning system in a manner entirely transparent to the user – simply by observing the trajectories along which
a vehicle travels.

While the results obtained in this work are promising indeed, several avenues are apparent for potential further investigation. Firstly, while an average relative prediction error of 6.5% is achieved using a training set of 28 trajectories per driver we have not as yet investigated the degree to which this error evolves as further information is added to the system. More training trajectories are an obvious candidate for expansion. Furthermore, while the work presented here makes use of a canonical vehicle energy model we hope in the future to be able to use real energy data from a battery electric vehicle. Our approach also does not currently consider second-order effects whereby driving behaviour is influenced by a driver’s knowledge of the current state of charge of the battery. In order to explore both of these directions we are currently engaged in obtaining a dataset of real energy usage recorded with a Nissan Leaf.
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