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Abstract—We present a general approach for online learning and optimal control of manipulation tasks in a supervisory teleoperation context, targeted to underwater remotely operated vehicles (ROVs). We use an online Bayesian nonparametric learning algorithm to build models of manipulation motions as task-parametrized hidden semi-Markov models (TP-HSMM) that capture the spatiotemporal characteristics of demonstrated motions in a probabilistic representation. Motions are then executed autonomously using an optimal controller, namely a model predictive control (MPC) approach in a receding horizon fashion. This way the remote system locally closes a high-frequency control loop that robustly handles noise and dynamically changing environments. Our system automates common and recurring tasks, allowing the operator to focus only on the tasks that genuinely require human intervention. We demonstrate how our solution can be used for a hot-stabbing motion in an underwater teleoperation scenario. We evaluate the performance of the system over multiple trials and compare with a state-of-the-art approach. We report that our approach generalizes well with only a few demonstrations, accurately performs the learned task and adapts online to dynamically changing task conditions.

I. INTRODUCTION

Many useful robotics applications require performing tasks in environments that are not accessible to humans. One typical example is underwater activities, ranging from inspection and maintenance of underwater cables and pipelines, to underwater archaeology and marine biology. To this end there has been a boom in underwater remotely operated vehicles (ROVs) over the past few years. Nonetheless the cost of using ROVs is still prohibitively high for wider adoption, as currently ROV usage still requires substantial off-shore support.

One of the main limiting factors is that a large off-shore crew is required to supervise and teleoperate the ROV directly from the support vessel. This is mainly due to the need of online teleoperation, i.e. the operator receives visual feedback from an array of cameras on the ROV and accordingly uses a set of buttons, knobs and joysticks to guide the motion of all degrees-of-freedom (DoF) of the ROV, including body and arm(s). This cost can be reduced by moving the support and teleoperation team to an on-shore facility and communicating with the ROV remotely. Such a change introduces delays to the teleoperation control, making direct control less efficient and increasing the cognitive load on the operator.
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Within the DexROV project [1], we are developing a novel teleoperation paradigm where the operator can shift between direct teleoperation of the ROV manipulator arms (when unstructured interactions with the environment are required) and supervisory control (for the ROV to autonomously perform common and recurring tasks). In our approach, such tasks are learned by demonstration directly from the operator’s input. This way, our system can build up a library of tasks over a number of missions, that is in turn exploited to automate the ROV tasks.

In this paper, we are interested in incrementally building such models from demonstrated motions as task-parametrized hidden semi-Markov models (TP-HSMM), using an online Bayesian nonparametric learning algorithm [2]. This model is then transferred to the remote system and used to perform the task autonomously, using local feedback, with an optimal control method, model predictive control (MPC), that is robust to noise and perturbations.

The contributions of this paper are: (i) a method for online, incremental learning of tasks from demonstrations in a probabilistic, non-parametric manner; (ii) an MPC-based controller robust to noise and perturbations that generates control commands online based on learned task models; (iii) a system of supervisory teleoperation that uses previously learned task models to autonomously complete tasks; (iv) a learning by demonstration approach in the context of teleoperation with supervisory control, targeted to underwater
ROVs.

With our approach we are able to incrementally learn motions in a piecewise fashion, without the need to re-train the model in batch or to set the number of components by hand. Consequently we do not need to keep any demonstration data (datapoints are discarded after observation) while the model automatically grows as needed. We show how ROV skills can be learned on the local side (the operator’s site), and how this model is then used to autonomously execute the task on the remote side (ROV/robot’s side). With our approach, the model parameters need to be communicated from the operator’s side to the teleoperated system, while all feedback relevant to task execution is local to the remote side. This makes the overall method robust to noise and perturbations, while significantly reducing the workload of the operator.

II. MOTIVATION & RELATED WORK

Teleoperation is one of the earliest applications of robotics as it allows human operators to reach and interact with environments that are inaccessible or potentially dangerous. Teleoperation approaches fall under three broad categories; direct control, shared control and supervisory control. Within a direct control approach, all aspects of the remote system are controlled by the human operator, i.e. the remote system needs no intelligence and no autonomy.

Shared control approaches seek to offload part of the control effort to the remote system. These approaches have a broad application domain ranging from medical robotics [3] to factory floor automation [4]. In many applications, shared control is most encountered as virtual fixtures [5]. These are virtual elements that model knowledge about some aspect of the task and are used to guide, limit, or assist the operator when performing the task [6], [7]. Recently [8] demonstrated how virtual fixtures can be learned from data and how new fixtures can be added to the system so that it can adapt to new manipulation examples. In our recent work in shared control [9], we showed how a teleoperation system can be designed to rely on learned probabilistic models of manipulation tasks in combination with online operator’s input.

Supervisory control approaches imply that the remote system possesses some degree of intelligence and can operate autonomously to a given extent. Supervisory control was introduced in [10] and was initially developed for space robotics where the communication delay could exceed several minutes [11]. Ideally within a supervisory control framework the operator needs only to provide high-level task goals to the remote system, which in turn uses local sensory feedback directly and closes local control loops to achieve the commanded task.

Our system is a combination of direct control, where the operator assumes complete command to handle unknown tasks, and supervisory control, where the system can autonomously execute tasks that have been previously learned, relying on local sensory feedback and automatically compensating for possible noise and perturbations.

For the encoding and retrieval of movements, Hidden Markov Models (HMMs) are often used but are limited by the simplistic state duration modeling that they provide. Other signal processing related disciplines, such as speech synthesis, have developed a number of models that seek to model state duration information more explicitly (for an overview see [13]). One such model is the Hidden Semi-Markov Models (HSMM) [14]. Recently we experimented with the use of HSMM in robot applications, by contrasting it to a set of different graphical model based approaches [15]. HSMMs are relevant for robot motion generation because they model transitions and durations of states, providing a relative time instead of a global time representation. In [16], we exploited this local duration representation for autonomously learning and reproducing the tasks of opening a valve and avoiding obstacles.

The approach that we propose in this paper for online HSMM estimation draws parallels to the DP-means extension of HMM presented in [17]. There the authors present a small-variance asymptotic analysis of the HMM and its infinite-state Bayesian nonparametric extension. Our solution is based on [2] and a small-variance asymptotic analysis of the Dirichlet Process clustering algorithm, that leads to very efficient online model learning.

An alternative learning from demonstration (LfD) approach is to use Probabilistic Movement Primitives (ProMP) [12], that we will use in our experiments for comparison. ProMP uses a model-free approach to encode a distribution over trajectories and analytically derive a stochastic feedback controller to reproduce the given trajectory distribution. This allows for flexibility over the possible motion generation such as spatial and temporal rescaling, combination and blending of the modeled motion primitives (MPs).

III. APPROACH

Here we present the online TP-HSMM formulation used throughout this work. This model leverages the spatial representation that the TP-GMM [18] provides, combined with an HSMH that captures the temporal evolution of the motion. Our model can natively handle changing task parametrizations and is trained online and incrementally from demonstration data.

The task parameters can be regarded as candidate coordinate systems that are relevant to the task at hand. For example, consider the task of reaching for a handle with a robotic manipulator. One task parameter can be the pose of the manipulator base, while a second task parameter can be the pose of the handle. Varying the pose of the handle and/or the pose of the base of the manipulator require adaptation of the motion to reach the handle. Task parameters in our model are represented by $P$ candidate coordinate systems, defined at time step $t$ by $\{b_{t,j}, A_{t,j}\}^{P}_{j=1}$, representing an affine transformation for each frame of reference.

Each demonstration datapoint $\{\xi_t \in \mathbb{R}^{D_t}\}$ is observed from the perspective of each of the different frames, resulting in $P$ samples that can be collected from each frame individually or computed with

$$\xi_t^{(j)} = A_{t,j}^{-1}(\xi_t - b_{t,j}). \quad (1)$$

For example, a demonstrated motion is provided in a global coordinate system and is simultaneously projected to the
local coordinate systems of the manipulator base and the handle. Note that Eq. (1) can handle both positions and orientations, see [19] where Riemannian manifolds are exploited in task-parametrized models.

The parameters of a TP-HSMM with \( K \) components are

\[
\theta = \left\{ \pi_i, \{a_{i,t}\}_{t=1}^T, \{\mu_i^{(j)}, \Sigma_i^{(j)}\}_{j=1}^P, \mu_i^D, \Sigma_i^D \right\}_{i=1}^K,
\]

where \( \pi_i \) are the initial state distributions, \( \mu_i^{(j)} \) and \( \Sigma_i^{(j)} \) are the center and covariance matrix of the \( i \)-th Gaussian component in frame \( j \), \( \mu_i^D \) and \( \Sigma_i^D \) are univariate Gaussian distributions that model the duration of each state, and \( a_{i,t} \) the transition probabilities between states.

A. Online model learning

Learning of the TP-HSMM parameters is performed incrementally and online. The advantages of our method are: (a) it does not require an initialization step (typical of EM approaches), (b) the number of components grows as new data is available and does not need an explicit definition of \( K \), (c) the model is trained online with piecewise demonstrations, allowing incremental additions, adaptations and refinements.

To learn the model online we use a variant of Dirichlet Process clustering called DP-means [2]. Dirichlet Process is a well known Bayesian non-parametric approach to cluster data that automatically estimates the number of components required for the model. This process uses Gibbs sampling so it cannot be generally used to learn a model online. The DP-Means variant of Dirichlet process that we use was introduced to simplify the learning process by making the asymptotics analysis. The idea is to avoid Gibbs sampling by substituting the estimation of the posterior probabilities of each component with the distance of datapoints from the center of each component. This can be done by specifying a maximum distance between two components determining when to add a new component to the model.

From a current TP-HSMM configuration with \( K \) components, each point \( \xi_t \) is assigned to the nearest component. If the distance from any component is higher than the maximum distance \( \lambda \), then the point is assigned to a new component with \( \mu_i = \xi_t \) and \( \Sigma_i = \Sigma \), a preassigned fixed covariance (at start-up, the first demonstration datapoint is used to initialize the model). If the datapoint is added to an existing component, then \( \mu_i \) and \( \Sigma_i \) are updated according to the MAP estimate [20], taking the previous values of center and covariance as priors. This results in a very fast clustering algorithm, that only requires a maximum distance \( \lambda \) and a minimum covariance \( \Sigma \) (Algorithm 1).

For the duration aspect of the online-TP-HSMM, we need to estimate the center and covariance for each state duration as a distribution with parameters \( \{\mu_i^D, \Sigma_i^D\}_{i=1}^K \), as well as the transition probabilities \( a_{i,t} \) that can be arranged as a \( K \times K \) transition probability matrix, where each element represents the probability to move to state \( q_j \) while currently being in state \( q_i \). For all demonstrations, given the spatial model that was learned above, we can compute the state probabilities of every datapoint. This way, for each datapoint \( \xi_t \) we can estimate the state \( q_j \) and the previous state \( q_i \). To build up the transition probabilities \( a_{i,t} \), we keep a trace of \( c_{i,j} \in \mathbb{R}^{K \times K} \), counting the number of state transitions that are not self-transitory, by performing a pass through each demonstration.

When computing the transition probabilities we only need to keep track of the non self-transitory instances as we are modeling the relative time during which the system will stay in each state. We used here a univariate Gaussian distribution \( N(\mu_{it}^D, \Sigma_{it}^D) \) to model this duration, but other distributions are possible, including lognormal and gamma distributions. Hence, we bypass the computationally expensive HSSM batch training procedure and replace it with an iterative approach keeping statistics over the state transitions. This way, as we add each datapoint, we keep track of each state duration and accordingly update the statistics at each state. This is done using a running statistics method to compute the mean and variance for each state duration. This requires that we only keep track of the total number of samples \( N \) while we incrementally add new datapoints. Our online learning algorithm is summarized in Algorithm 1.

B. Reproduction

We use a model predictive controller (MPC) to compute control commands, based on the current state of the system and the learned TP-HSMM model. MPC uses a model of the system and computes control commands based on the predicted state evolution, allowing the controller to anticipate

---

Algorithm 1 Online TP-HSMM model learning, using the DP-means algorithm. Note, superscript (j) for each frame is dropped for readability. Superscript (o) stands for old value.

**Input:** max distance \( \lambda \), min. covariance \( \Sigma \).

**Input:** \( \xi_t \) datapoint at time \( t \)

**Initialize:** \( K = 1, N = 1 \) (#datapoints), \( \mu_1 = \xi_0, \Sigma_1 = \Sigma \)

while \( t \) do

for \( j = 1 \) to \( P \) do

\[ d_{t,j} = \|\xi_t - \mu_j\|, i = 1 \ldots K, j = 1 \ldots P \]

if \( \min(d_{t,i}) > \lambda \) then

\[ K = K + 1, \pi_K = \frac{1}{T}, \mu_K = \xi_t, \Sigma_K = \Sigma \]

else

\[ q_t = \arg\min_i d_{t,i}, \pi = \frac{1}{N} \] \[ + \pi_q, \pi_q = \frac{1}{K}, \]

\[ \mu_{q_t} = \frac{1}{\pi_q}(\mu_{q_t} + \xi_t) \] \[ + \frac{1}{\pi} (\Sigma + (\xi_t - \mu_{q_t})(\xi_t - \mu_{q_t})^\top) \]

end if

if \( q_t = q_t-1 \) then

\( d = d + 1 \) \[ # (t > 1) \]

else

\[ c_{q_t-1,q_t} = c_{q_t-1,q_t} + 1 \]

\[ a_{q_t-1,q_t} = a_{q_t-1,q_t} + \frac{1}{\sum_{k=1}^K c_{q_t-1,k}} \]

\[ p_{q_t-1}^D = \frac{p_{q_t-1}^D}{N_{q_t-1}} \] \[ + \frac{(d - \mu_{q_t-1}^D) (d - \mu_{q_t-1}^D) \Sigma_{q_t-1}^D}{N_{q_t-1}} \] \[ # (N_{q_t} > 1) \]

\( d = 0, N_{q_t} = N_{q_t} + 1, p_{q_t-1}^D = p_{q_t-1}^D \]

end if

end for

\[ N = N + 1 \]

end while

return \( \Theta^* = \{\pi_i, \{a_{i,t}\}_{t=1}^T, \{\mu_i^{(j)}, \Sigma_i^{(j)}\}_{j=1}^P, \mu_i^D, \Sigma_i^D \}_{i=1}^K \)
future events. We use a linear unconstrained MPC formulation, using a discrete unit mass double integrator system as the system model. Accordingly the system dynamics have the form

$$\xi_{t+1} = A\xi_t + Bu_t\quad x_t = C\xi_t,$$

where $A$, $B$ and $C$ are the system dynamics, input and output matrices, respectively. Given the linear system above, $N_p$ state predictions $\xi_r$ with $r \in \{t+1, \ldots, t+N_p\}$ are generated, given the current state $\xi_t$ (position and velocity) and $N_v$ control commands $u_r$ with $r \in \{t, \ldots, t+N_v-1\}$. The state predictions can be written in matrix-vector form as

$$\xi = \begin{bmatrix} A^1 & B & \cdots & 0 \\ A^2 & AB & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A^N_p & \cdots & \cdots & A^{N_p-1}B \end{bmatrix} \xi_t + \begin{bmatrix} B \\ AB \\ \vdots \\ A^{N_p-1}B \end{bmatrix} u_t + \begin{bmatrix} \cdots & \cdots & \cdots & \cdots \end{bmatrix} u_{t+1}, \quad \begin{bmatrix} \cdots & \cdots & \cdots & \cdots \end{bmatrix} u_{t+2}, \quad \begin{bmatrix} \cdots & \cdots & \cdots & \cdots \end{bmatrix} u_{t+N_v-1},$$

where $\xi_t$ is the state at time step $t$, $A^{N_p} = \prod_{d=1}^{N_p} (\alpha^d I + \beta^d A)$ is the transition matrix and $\beta^d$ and $\alpha^d$ are the transition and emission probability of the learned HSMM, respectively. The learned TP-HSMM model is used to compute the probability of the datapoint $\xi_t$ to be in state $i$ at time step $t$, given the partial observation $\{\xi_1, \xi_2, \ldots, \xi_t\}$, using the forward variable $\alpha^{HSM}_{i,t}$ as in [13] with

$$\alpha^{HSM}_{i,t} = \sum_k a_{i,k} \lambda_{k,t}^R \sum_{s=1}^{t} N_{s,i},$$

where $N_{d,i} = \sum_{j=1}^{d_{max}} \sum_{d=1}^{d_{max}} a_{j,i} N_{d,i} \prod_{s=t-d+1}^{t} N_{s,i},$ where $\sum_{j=1}^{d_{max}} \sum_{d=1}^{d_{max}} a_{j,i} N_{d,i} \prod_{s=t-d+1}^{t} N_{s,i},$ that is computed with an iterative procedure. This generative process can be constructed by setting equal observation probability $N_{s,i} = 1 \forall i$. This yields a step-wise state reference with labels $s = \{s_1, \ldots, s_{N_p}\}$, that we use as control targets $\xi_r$ and cost matrices $Q_r$ in the MPC formulation described earlier.

IV. PLANAR EXAMPLE

We use a planar example to illustrate the steps of our approach. The task is to reach the “U” shape, drawn in Fig. 2(a) at the bottom right corners of both the local and remote sides. The operator uses a mouse cursor to interact with the local side and provide motion demonstrations. Snapshots are presented in Fig. 2 and in the accompanying video.

We begin by learning the task in the local side, where the operator demonstrates a number of motions that are encoded online. In the example of Fig. 2(a), 3 motions are demonstrated incrementally, resulting in a model with 6 Gaussian components. Note that components are added to the model as motions are being demonstrated. Fig. 3 shows the transition matrix and duration probabilities of the learned motion model. Note that the 3 demonstrations resulted in 3 paths as shown by the graph connectivity.

In Fig. 2(b) the learned model is transferred to the remote side. In practice, we do this step either once the operator is satisfied with the learned model or just whenever the model changes. For an ROV mission targeting multiple tasks, the transfer of a general model –or task library– can be performed at the start of each mission, while after an initial learning period most task models would already belong to the learned task library.

Now the remote side can autonomously execute the motion that the operator has demonstrated. Note here that the operator can directly teleoperate the system when the controller is not active, but once the MPC controller initializes the state evolution of the remote side is decoupled from the operator’s input, i.e., the system is clutched. Execution of the motion begins with a command from the operator’s side. The controller generates control commands according to the learned task model and the current task parameters that are local to the remote system Fig. 2(c). This way the position of the U-shaped reference that this motion is reaching can change at each time step, while the controller continuously adjusts to this dynamically changing environment. In our example we use a simple oscillation around the position of the target shape to show how the controller adapts to this changing task parametrization (see accompanying video).
V. EXPERIMENTAL SETUP

We use the two-armed Baxter robot as a working example of a teleoperation system. Each of Baxter’s arms has 7 DoFs, actuated by series-elastic actuators, enabling force/torque control of the joints. We use the left arm as the local system (operator’s side) and the right arm as the remote system (robot’s side). The left arm is used for kinesthetic demonstrations of the motion in the local environment of the operator, by using a controller compensating the effect of gravity on the arm. We use markers and an RGB-D sensor to track task-relative reference frames both in the local and the remote systems. Fig. 5 provides an overview of the experimental setup.

This setup is used as a running mock-up platform within the DexROV project, where the remote system will later in the project be replaced by the underwater ROV manipulator, and the local system will be replaced by an arm exoskeleton worn by the operator.

VI. EVALUATION

We begin with the kinesthetic demonstration of the hot-stabbing task. The operator uses the arm to perform the motion targeting a reference in his environment. This reference provides the task parameters for projecting the demonstrated data to the task-local frame of reference. In this example we use one task-parametrized frame (\( P = 1 \)), attached to the hot-stab receptacle. The TP-HSMM is being built online and incrementally, adding Gaussian components as needed. A short comparison between an online and a batch learned TP-HSMM is available in [23]. In our examples we train a model with 5 demonstrations. Note that the TP-HSMM is learned online and does not need any record of previous demonstration data (we keep here the data only for visualization and subsequent comparison). Fig. 6 (left) Shows the demonstrated end-effector motions to the local reference, while Fig. 6 (middle) shows the demonstrations projected to the task-local frame (Eq. (1)). Fig. 6 (right) shows the resulting TP-HSMM. Note the paths that evolve from the start of the motions and how these converge to the hot-stab receptacle reference. Datapoints that are added away from the existing model are modeled by distinct Gaussians, while in areas where the trajectories converge, i.e. at the final approach towards the receptacle, components are shared among datapoints. In this example we used a distance \( \lambda \) of 10cm. In setting \( \lambda \), one needs to take into consideration the size of the workspace and the accuracy needed for the task at hand. Intuitively, setting a large \( \lambda \) results in a system with fewer Gaussians and smoother response, while a smaller \( \lambda \) results in a system with more components and a closer fit of the demonstrated motions.

Fig. 7 (left) presents 5 examples of generated motions

![Fig. 2. Planar example of learning and control with the TP-HSMM. Note that in each plot the left panel represents the local system (operator’s side) while the right panel represents the remote system (robot’s side). See Sec. IV for a detailed explanation.](image1)

![Fig. 3. (Left:) Graphical representation of the transition matrix and duration probabilities for each state. Note the three paths formed according to our 3 demonstrations in (Fig. 2(a)). (Right:) Executed motion on the remote side, using the learned TP-HSMM and the MPC controller.](image2)

![Fig. 4. Example of a standardised hot-stab and receptacle [21].](image3)

![Fig. 5. Experimental setup of teleoperation mock-up with the Baxter robot. The operator uses the left arm to provide demonstrations and directly teleoperate the remote (right) arm. Once the TP-HSMM model is learned, the remote side (robot) can autonomously execute the hot-stabbing motion, successfully adapting to changing receptacle locations.](image4)
on the remote side, from random starting points to random targets. Here the starting position is the current end-effector position of the robot arm as directly teleoperated. Once the motion generation begins, the local and remote systems are clutched (states can evolve separately) and the robot executes the task autonomously. Our approach generalizes well even when starting at points far away from the learned model. Typical behavior of the system is to first reach the closest component and then continue through the path outlined by the model. In this aspect the behavior of the system closely resembles that of a virtual fixture/guide. The demonstrations and generated motions are very close from spatial and temporal perspective. Note how the system always keeps a steady vertical/perpendicular approach to the receptacle, as demonstrated. Quantitatively, comparing the system output to the operator’s demonstrations resulted in an RMSE of 1.2 ± 0.2cm while the overall success rate of autonomously performing the hot-stabbing motion was 87% over 15 trials. We believe that the unsuccessful trials can be attributed to noise in the marker tracking process (calibration and estimation).

One thing to highlight is that the remote system (robot side) performs the task autonomously. The remote system relies on local feedback and keeps track of the task-relevant variables. This way when the receptacle is moved the system can adapt online to the environment change and successfully execute the task. An example of this scenario is shown in Fig. 7 (right). In the context of the underwater ROV, this could correspond to noise in the position of the ROV or sudden sways due to currents or other dynamically changing conditions.

A. Comparison with ProMP

We compare the behavior of our approach with ProMP [12] by analyzing the generated motions in terms of generalization capability, and suitability of generated motions in static and changing conditions. We use the 5 demonstrated motions collected in our trials to train a ProMP for the hot-stabbing task. Training the ProMP model is done in a batch fashion and involves dynamic-time-warping (DTW) of the demonstration and the setting of a regularization term (when estimating $\Sigma_u$) that was empirically set to $10^{-3}$ for our trials to obtain the best performance. The number of the basis functions used to represent the trajectory distribution was set to 15 components (equal to the number of components of the TP-HSMM for fairness of comparison).

We compare the generated motions against the 5 collected demonstrations, performing the regression step conditioned on the given start and target points. This is shown in Fig. 8 (left) where we see that the generated motions closely follow the demonstrations, resulting in an RMSE of $1.1 \pm 0.3$cm. Next, we test the ProMP model against the predictions of our approach, i.e., performing the regression conditioned on the same starting and target points as for the situations generated with our framework. We observe that the resulting motions are not as smooth as that of our method (spurious motions sometimes appearing in the start or end of the generated trajectories), which is principally due to the small number of demonstrations used to estimate the ProMP parameters (an inverse Wishart distribution was employed here as prior for better performance). More importantly, we can observe that samples from the ProMP do not exhibit the final approach phase behavior that existed in the demonstrated motions, i.e. the motions reach the target from different –not perpendicular– directions, a crucial step in successfully executing the hot-stabbing motion. The overall impression from the performance of ProMP is that it would require more demonstrations to generalize better as the generated motions degraded substantially when tested further away from the training data. It is important to highlight here that Gaussian conditioning fulfills its role, by starting and ending at the desired position with a continuous transition, but that the adaptation is not well adapted to the changing task requirements, sometimes resulting in an inappropriate approaching phase to the target and an incorrect insertion of the hot-stab. In contrast, the task-parameterized formulation shows better extrapolation behaviors.

Last, we compare the behavior of the ProMP with our approach when the target changes during execution. Our approach can –by design– smoothly handle dynamically changing task parameters, while for ProMP this would amount to changing the target on which the regression is conditioned as the motion is being generated. Fig. 7 (right) shows an example of this comparison. Both methods reach the target point, but ProMP reaches the target in a manner that does not result in a successful trial. Indeed, the hot-stab
is not aligned with the receptacle during the later part of the motion.

B. Discussion

The difficulties that we encountered with the ProMP approach is common to all regression-based approaches and not specific to ProMP. By using a probabilistic task-parametrized formulation, our method leverages significant generalization benefits, as learning is performed in a task-local manner, resulting to more efficient use of the demonstration data-points for generalization. Another benefit of our approach is that it learns online and allows incremental learning of tasks in piecewise steps. This results in a minimal set of model parameters needing to be set in advance, only $\lambda$ – the maximum distance, and the minimum variance $\Sigma$, that are intuitive to set. In addition, no record of data needs to be kept as model building and all estimations are performed online. This makes the proposed approach flexible and suitable for building up a task library during multiple missions. In practice, every time a task is performed by the operator, the task library can be growing and/or refining the ROV skill repertoire.

VII. Conclusion

We presented a general approach for online learning and optimal control of manipulation tasks in a supervisory teleoperation context. We used an online Bayesian nonparametric learning algorithm to build models of manipulation motions encoded as TP-HSMMs that accurately capture the spatiotemporal characteristics of demonstrated motions. We showed how the probabilistic representation can be combined with an MPC controller to generate online control commands in a receding horizon manner that is both robust to noise and changes in the environment. We presented how this framework can be used to automate common and recurring tasks, allowing the operator to focus only on the aspects of the tasks that genuinely require human intervention. We compared against a state-of-the-art approach and demonstrated how our method leverages the task-parametrized formulation to increase generalization, both in terms of extrapolation and online adaptability.
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