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Abstract—Continuous robot operation in extreme scenarios such as underground mines or sewers is difficult because exteroceptive sensors may fail due to fog, darkness, dirt or malfunction. So as to enable autonomous navigation in these kinds of situations, we have developed a type of proprioceptive localization which exploits the foot contacts made by a quadruped robot to localize against a prior map of an environment, without the help of any camera or LIDAR sensor. The proposed method enables the robot to accurately re-localize itself after making a sequence of contact events over a terrain feature. The method is based on Sequential Monte Carlo and can support both 2.5D and 3D prior map representations. We have tested the approach online and onboard the ANYmal quadruped robot in two different scenarios: the traversal of a custom built wooden terrain course and a wall probing and following task. In both scenarios, the robot is able to effectively achieve a localization match and to execute a desired pre-planned path. The method keeps the localization error down to 10 cm on feature rich terrain by only using its feet, kinematic and inertial sensing.

I. INTRODUCTION

Perception is an essential prerequisite for legged robot navigation on challenging terrain. Several works have demonstrated the potential of such machines when they are endowed with effective state estimation [1], [2] and visual perception capabilities [3], [4], [5]. However, vision-denied areas such as dusty underground mines or foggy sewers are places where legged robots are likely to be deployed [6] (see Fig. 1). Additionally, unrecoverable sensor failures are to be expected when a robot is deployed for long-term autonomous missions. Performance should degrade gracefully in such conditions by taking advantage of all the proprioceptive sensor measurements and prior information available to the robot.

In this work, we explore haptics as the main source of robot localization information on non-degenerate (i.e., non flat) ground. We present a novel algorithm for quadrupedal robot localization based on Sequential Monte Carlo methods.

Given the pose (estimated by a proprioceptive state estimator [1]), the joint kinematics and the foot contact states, the robot is able to identify its most likely location within a prior map and its past trajectory. This is done using only proprioceptive sensors, such as Inertial Measurement Unit (IMU), encoders and torque sensors. To this end, the robot uses its legs to probe the terrain and uses the contact events to estimate its trajectory relative to the terrain map. This problem is analogous to a blindfolded person in a room they know well, using their hands to localize within the room through touch.

We tested our algorithm using an ANYbotics ANYmal quadruped robot in two different scenarios. First, we constructed a diverse terrain course with features such as ramps, chevrons and steps. The robot traversed several loops of this course, comparing contact points to the prior map (represented as a 2.5D digital elevation map). In the second scenario, the robot probed against two perpendicular walls to improve its estimated pose, with the map represented as a 3D point cloud.

The remainder of this document is structured as follows: Section II summarizes the recent developments in the field of legged haptic localization and the related problem of in-hand tactile localization; Section III defines the mathematical background of the legged haptic localization problem; Section IV describes our proposed haptic localization algorithm; Section V presents the experimental results collected using the ANYmal robot; Section VI provides an interpretation of the results and discusses the limitations of the approach; finally, Section VII concludes the paper with final remarks.

II. RELATED WORKS

Pioneering work on how to use robot’s legs not just for locomotion but also to infer terrain information such as friction, stiffness and geometry has been presented by Krotkov [7]. This is a useful capability when legged robots have to operate in vision-denied areas. The idea was recently revisited by Bednarek et al. [8] to classify different terrain types in order to improve locomotion parameters and by
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Tactile localization involves the estimation of the 6 Degrees of Freedom (DoF) pose of an object (of known shape) in the robot’s base frame by means of kinematics of the robot’s fingers and its tactile sensors. The pose of the object (in robot base coordinates) is inferred by matching the set of all positions of the sensed contacts (also in base coordinates) with the 3D model of the object being grasped.

Intuitively, this problem is analogous to legged robot haptic localization, if we imagine the entire robot as a hand trying to “grasp” the ground. The objective of legged haptic localization is estimating the pose of the robot relative to a fixed object (in this case the terrain) by means of its “fingers” (in this case the robot’s feet), instead of the pose of the object being grasped relative to the robot.

A. Sequential Monte Carlo Methods

Tactile localization has typically been addressed using Sequential Monte Carlo (SMC) methods, a subfamily of which is called particle filters. Since the object can have any shape, the probability distribution of its pose given tactile measurements can be multimodal. This excludes all Gaussian estimators such as Kalman filters. In contrast, SMC methods can maintain a discrete approximation of an arbitrary distribution by generating many hypotheses (also called particles) from a known proposal distribution. If the number of particles is large enough and the proposal distribution covers the state space well (i.e., it captures the areas of high density of the true distribution), the target distribution is well approximated by a list of state particles and their associated importance weights.

SMC is sensitive to the dimension of the state space, which should be low enough to avoid combinatorial explosions or particle depletion. State-of-the-art methods aim to reduce this dimensionality and also to sample the state space in an efficient manner. In the SLAM community, this has been typically achieved by careful design of the proposal distribution and adaptive importance resampling to avoid particle depletion.

B. Tactile Localization in Manipulation

Vezzani et al. proposed an algorithm for tactile localization using the Unscented Particle Filter (UPF) and tested it on the iCub robot (equipped with contact sensors at the fingertips) to localize four different objects in the robot’s reference frame. The algorithm is recursive and can process data in real-time as new measurements become available. The object and the robot’s base are assumed to be static, therefore the pose to be estimated is a fixed parameter. This assumption allows the use of a window of past measurements to better address the sparsity of the measurements, which consist of a series of single finger touches. For legged haptic localization, the assumption of both a static robot and terrain does not hold in general and more general methods are required.

Chalon et al. proposed a particle filtering method for online in-hand object localization that tracks the pose of an object while it is being manipulated by a fixed base arm. The pose is subsequently used to improve the performance of pick and place tasks (e.g., by placing a bottle in an upright position). The particles representing the object’s pose are initialized by a Gaussian distribution around the true initial pose of the object, acquired by a vision system (used only at start). The particle weights are taken from the measurements according to a function which penalizes both finger/object co-penetration and the distance between the object and the fingertip that detected the contact. The best estimate is the one with highest weight.

This work, as with many others in the field of grasping, assumes the hand can cage the object, since they have comparable sizes. This is not the case with legged robots touching the ground, which makes the problem generally harder and involves more uncertainty. For example, a hand touching a very large object has fewer clues as to the object’s pose, because the contact points would not be equally spread across the object but concentrated in a small area of it.

C. Haptic Localization of Walking Robots

To the best our knowledge, Chitta et al. is the only significant prior example of legged haptic localization to date. In their work, they presented a proprioceptive localization algorithm based on a particle filter for the LittleDog, a small electric quadruped. The robot was commanded to perform a statically stable gait over a known irregular terrain course, using a motion capture system to feed the controller. While walking, the algorithm approximated the probability distribution of the base state with a set of particles. The state was reduced from six to three dimensions: linear position on the xy-plane and yaw. Each particle was sampled from the uncertainty of the odometry, while the weight of a particle was determined by the L2 norm of the height error between the map and the contact location of the feet. The algorithm was run offline on eight logged trials of 50 s each.

In our proposed work, we improve upon both theoretically and experimentally. First, we estimate the full past trajectory at every step instead of the most recent pose. This allows us to estimate poses which are globally consistent over the entire trajectory of the map. Second, we perform localization in the full 6-DoF of the robot, instead of limiting the estimation to the x, y and yaw dimensions. Third, we experimentally demonstrate the effectiveness of the algorithm by running it online on our quadruped robot. This is the first time such an algorithm has been successfully executed online on real hardware and used in a closed loop navigation system to successfully execute a planned path. Finally, we demonstrate the algorithm in three dimensions in online experiments.
III. Problem Statement

Let $x_k = [p_k, \theta_k]$ be a robot’s pose at time $k$, composed of the base position in the world frame $p \in \mathbb{R}^3$ and orientation $\theta \in SO(3)$. With a slight abuse of notation, we will use the same symbol for its homogeneous matrix form $x_k \in SE(3)$. We assume that for each timestep $k$, an estimate of the robot pose $\tilde{x}_k$ and its covariance $\Sigma_k \in \mathbb{R}^{6 \times 6}$ is available from an odometric estimator. We also assume that the location of the robot’s end effectors in the base frame $(d_{LF}, d_{RF}, d_{LH}, d_{RH}) \in \mathbb{R}^{3 \times 4}$ are known from forward kinematics and their binary contact states $C \in \mathbb{B}^4$ from inverse dynamics.

For simplicity, we neglect any uncertainties due to inaccuracy in joint encoder readings or limb flexibility. Therefore, the propagation of the uncertainty from the base to the end effectors is straightforward to compute. For brevity, the union of the aforementioned states (pose and contacts) at time $k$ will be referred as the quadruped state $Q_k = \{p_k, \theta_k, \Sigma_k, d_{LF}, d_{RF}, d_{LH}, d_{RH}, C_k\}$. Our approach can localize against both 2.5D terrain elevation maps and 3D point clouds. These prior maps are denoted with $\mathcal{M}$.

Our goal is to use a sequence of quadruped states, and their corresponding uncertainties $\Sigma_k$, to estimate the most likely sequence of robot states up to time $k$ as:

$$\mathcal{X}^{*}_{0:k} = [x^*_0, x^*_1, \ldots, x^*_k]$$

such that the likelihood of the contact points to be on the map is maximized.

IV. Proposed Method

To perform localization, we sample a predefined number of particles at regular intervals from the pose distribution provided by the odometry, as described in Section IV-B and we compute the likelihoods of the measurements by comparing each particle to the prior map so as to update the weight of the particle filter (see Section IV-C). For convenience, we give a brief summary of particle filter theory in Section IV-A.

A. Particle Filter Theory

In a particle filtering framework, the objective is to approximate the posterior distribution of the state $x_k$ given a history of measurements $z_0, \ldots, z_k = z_{0:k}$ as follows:

$$p(x_k|z_{0:k}) = \sum_{i} w^i_{k-1} p(z_k|x_k) p(x_k|x_{k-1})$$

where $w^i$ is the importance weight of the $i$-th particle; $p(z_k|x_k)$ is the measurement likelihood function and $p(x_k|x_{k-1})$ is the dynamic model for the $i$-th particle state. Since $p(x_k|z_{0:k})$ is normally unknown, the state $x_k$ is typically sampled from $p(x_k|x_{k-1})$, yielding:

$$p(x_k|z_{0:k}) = \sum_{i} w^i_{k-1} p(z_k|x_k|x_{k-1}) \delta(x_k - x^i_k)$$

where $\delta(\cdot)$ is the Dirac delta function.

B. Locomotion Control and Sampling Strategy

In the considered situation, the robot would be locomoting blindly. As a result, it is likely to do so with a statically stable gait while using the terrain to achieve a position fix.

Statically stable gaits alternate between three and four points of support by moving a single foot. When a new four-point support phase occurs at time $k$, the estimated robot state $\hat{q}_k$ from the onboard state estimator is collected. Similarly to [14], particles are sampled from the following proposal distribution:

$$p(x_k|x_{k-1}) = N(x_k, \Delta x_k, x_{k-1}, \Sigma_k)$$

where $\Delta x_k = \Delta x_{k-1} x_k$ is the relative pose between the estimated states at times $k-1$ and $k$.

The new samples $x_k$ are drawn from a Gaussian centered at the pose of the previous iteration composed of the relative pose from the odometry, with the covariance of the odometry at time $k$. Since the estimator [11] fuses both IMU and leg odometry, the covariance $\Sigma_k$ has very low uncertainty on roll and pitch. In practice, this reduces the sample space to four dimensions, which allows us to localize in the full 6-DoF space without incurring problems due to high dimensionality.

C. 2.5-Dimensional Measurement Likelihood Model

To account for uncertainties in the prior map, we model the measurement likelihood as a univariate Gaussian centered at the local elevation of each cell, with a manually selected variance $\sigma_z$ (1 cm in our case). In contrast with [14], we evaluate each contact point individually. Given a particle state $x^i_k$, the estimated position of a contact in world coordinates for foot $f$ is defined as the concatenation of the estimated robot base pose and the location of the end effector in base coordinates (Fig. 2 left):

$$d^i_f = (d^i_{xf}, d^i_{yf}, d^i_{zf}) = x^i_k d_f$$

Thus, the measurements and their relative likelihood functions for the $i$-th particle and a specific foot $f$ are:

$$z_k = d^i_{zf} - \mathcal{M}(d^i_{xf}, d^i_{yf})$$

$$p(z_k|x^i_k) = N(z_k, 0, \sigma_z)$$

where $d^i_{zf}$ is the vertical component of the estimated contact point location in world coordinates of foot $f$, according to the $i$-th particle; $\mathcal{M}(d^i_{xf}, d^i_{yf})$ is the corresponding map elevation at the $xy$ coordinates of $d^i_f$.

D. 3-Dimensional Measurement Likelihood Model

For 3D localization, we instead represent the prior map $\mathcal{M} \in \mathbb{R}^{3 \times N}$ by a 3D point cloud with $N$ points. The likelihood of a particular contact point is computed using the Euclidean distance between the foot and the nearest point in the map. This likelihood is again modeled as a zero-mean Gaussian evaluated at the Euclidean distance between the
estimated contact point $d_f^j$ and its nearest neighbor on the map, with variance $\sigma_z$:

$$z_k = \|d_f^j - \text{kd}(M, d_f^j)\|$$

$$p(z_k|x_k^i) = \mathcal{N}(z_k, 0, \sigma_z)$$

where $\text{kd}(M, d_f^j)$ is the function that returns the nearest neighbor of $d_f^j$ on the map $M$, computed from its k-d tree.

V. IMPLEMENTATION

Pseudocode for our method is listed in Algorithm 1:

\[\begin{align*}
x_0^i & \sim \mathcal{N}(x_0, x_0, \Sigma_0) \quad \forall i \in N \\
\text{foreach} \quad \text{four-support phase} \quad k \quad \text{do} \\
& \Delta \hat{x}_k \leftarrow \hat{x}_{k-1} \\
& \text{foreach} \quad \text{particle} \quad i \in N \quad \text{do} \\
& \quad x_k^i \sim \mathcal{N}(x_k, \Delta \hat{x}_k, x_k^{i-1}, \Sigma_k) \\
& \quad w_k^i \leftarrow w_{k-1}^i \\
& \quad \text{foreach} \quad \text{foot} \quad f \quad \text{do} \\
& \quad \quad \text{if} \ 2.5D \ \text{then} \\
& \quad \quad \quad \quad z_k \leftarrow d_f^j \\
& \quad \quad \text{else} \\
& \quad \quad \quad \quad z_k \leftarrow \|\text{kd}(M, d_f^j) - d_f^j\| \\
& \quad \quad \quad \quad w_k^i \leftarrow w_k^i p(z_k|x_k^i) \\
& \quad \quad \end{align*}\]

$$x_k \leftarrow \text{WeightedMean}(x_k^0, \ldots, x_k^N, w_k^0, \ldots, w_k^N)$$

$$\hat{X}_k^i \leftarrow [x_0^i, \ldots, x_f^i]$$

if variance($w_k^i$) > threshold then

resample($x_k^i$) end

Algorithm 1: Haptic Sequential Monte Carlo Localization

We update the filter when the robot enters a new four-support configuration. At this time $k$, the estimated robot pose $x_k$ is collected and used to compute the relative motion $\Delta \hat{x}_{k-1:k}$. This is used to propagate forward the state of each particle $x_k^i$ and draw a sample from the distribution centered in $\Delta \hat{x}_k x_k^{i-1}$ with covariance $\Sigma_k = (\sigma_{x,k}, \sigma_{y,k}, \sigma_{z,k})$.

The weight of a particle $w^i$ is then updated by multiplying it by the likelihood that each foot is in contact with the map. In our implementation, we modify the likelihood functions from Equations 7, 9 as:

$$p(z_k|x_k^i) = \min(\rho, \mathcal{N}(z_k, 0, \sigma_z))$$

where $\rho$ is a minimum weight threshold, so that outlier contact measurements do not immediately lead to degeneracy. Resampling is triggered when the variance of the weights rises above a certain threshold. Resampling is necessary otherwise the particle set would disperse across the state space and many particle would have low weight. By triggering this process when the variance of the weights increases, the particles can first track the dominant modes of of the underlying distribution.

A. Particle Statistics

The optimal value for the $k$-th iteration, $x_k^*$, is computed from the weighted average of all the particles, as in [13]. However, this method does not take into account the multi-modality of the particle distribution. There can be several hypotheses resulting in multiple clusters of particles whose weighted average is not a reliable estimate of the robot’s location. To account for this, we check the variance of the particle positions in the $x$ and $y$ axes. If they are low (i.e., $\ll \sigma_{x,k}, \sigma_{y,k}$), we assume a good estimate and update the robot’s full pose. However, if they are high, we update only the $z$ component of the robot’s location (the main drifting dimension). This leaves the other dimensions to drift at the same rate as the state estimator, but still corrects for upward drift, since the robot is always in contact with the ground.
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Fig. 5. Top view of the estimated trajectories from TSIF (dashed magenta), Haptic Localization (blue) and ground truth (green) for Experiment 2.

B. Online Haptic Exploration on Vertical Surfaces

The second scenario involved a haptic wall following task: the robot started in front of a wall with an uncertain location. The particles were again initialized with 20 cm position covariance. To test the capability to recover from an initial error, we applied a 10 cm offset in both x and y from the robot’s true position in the map. At start, the robot was commanded to walk 1 m to the right and press a button on the wall. To accomplish the task, the robot needed to “feel its way” by alternating probing motions with its right front foot and walking laterally to localize inside the room. In this scenario, the prior map is represented as a 3D point cloud with a minimum distance of 1 cm between its points. The whole experiment was executed blindly with the static controller from [3].

As shown in Fig. 7 the robot was able to correct its localization and complete the task of touching the button. The initial probe to the front reduced uncertainty in the robot’s x and z directions, which reduces the particles to an ellipsoidal elongated along y. As the robot moves, uncertainty in the x direction increases slightly. By touching the wall on the right, the robot re-localized in all three dimensions in much the same way as a human following a wall in the dark would. The re-localization allows the robot to press the button, demonstrating the generalization of our algorithm to 3D. The final position error was: [7.7, -3.7, -0.2] centimeters in the x, y and z directions.

VII. DISCUSSION

The results presented in Section VII demonstrate that a terrain with moderate complexity such as the one shown in Fig. 4 already provides enough information to bound the uncertainty of the robot’s location.

The effectiveness is obviously limited by the actual terrain morphology in a real world situation, which would need to contain enough features such that all the DoF of the robot are constrained once the robot has touched them. Fig. 8 shows the evolution of the particles up to the first half of the terrain course for Experiment 2. As the robot walks through, the particle swarm gets tighter, indicating good convergence to the most likely robot pose.

In the third subfigure, it can be noted how the probability distribution over the robot’s pose follows a bimodal distribution, which is visible as two distinct clusters of particles. This situation justifies the use of particle filters, as they are able to model non-Gaussian distributions which can arise from a particular terrain morphology. In this case, the bimodal distribution is caused by the two identical gaps in between the chevrons. In such situations, a weighted average of the particle swarm would lead to a poor approximation of the true pose distribution. Therefore, the particle analysis described in Section V-A becomes crucial to reject such an
After a few steps on the ramp, the robot pose is well estimated on the same weight and are normally distributed at the starting position. The green particle set is colorized by normalized weight according to the jet colormap (i.e., dark blue = lowest weight, dark red = highest weight). First, on the bottom left, the robot has an initial distribution with poses equally weighed. The robot makes a forward probe and then moves to the right. Now the particles are distributed as an ellipse with high uncertainty to the left and right of the robot. Then, the robot makes a probe to the right and touches an obstacle; the particle cloud collapses into a tight cluster. Since the robot is now localized, it is able to complete the task of pressing the button on the wall.

Fig. 8. Evolution of the particle set during a trial on the terrain course. The particle set is colorized by normalized weight according to the jet colormap (i.e., dark blue = lowest weight, dark red = highest weight). The green line indicates the ground truth trajectory. A) At start, all the particles have the same weight and are normally distributed at the starting position. B) After a few steps on the ramp, the robot pose is well estimated on x and z directions, but there is uncertainty on y. C) When the robot approaches the chevron the particle set divides into two clusters, indicating two strong hypotheses as to the robot pose. D) After a few more steps on the chevron, the robot is fully localized and the particles are tightly clustered.

**VIII. CONCLUSION**

We have presented a haptic localization algorithm for quadruped robots based on Sequential Monte Carlo methods. The algorithm can reduce the uncertainty of the estimated robot’s trajectory walking over a non-degenerate terrain course, with an average pose estimation accuracy up to 10 cm. This is fundamental for repetitive autonomous tasks in vision-denied conditions such as inspections in sewage systems. With routine inspection tasks in mind, we have also implemented a haptic exploration motion to localize against walls. In future work, we are planning to extend the localization algorithm to incorporate more features into the measurement model, such as estimated slope and friction, to further improve the localization performance as well as active planning for direct the probing actions.
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