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Abstract. We discuss briefly a number of areas where epipolar geometry is currently central in carrying out visual tasks. In contrast we demonstrate configurations for which 3D projective invariants can be computed from perspective stereo pairs, but epipolar geometry (and full projective structure) cannot. We catalogue a number of these configurations which generally involve isotropies under the 3D projective group, and investigate the connection with camera calibration. Examples are given of the invariants recovered from real images. We also indicate other areas where a strong reliance on epipolar geometry should be avoided, in particular for image transfer.

1 Introduction

The theory of epipolar geometry is, without doubt, one of the major achievements in the applications of projective geometry to computer vision. The number of points required, ambiguities, geometric and algebraic properties are well established and understood [4, 10, 12, 16]. The essence of epipolar geometry is that it depends only on the relative location of the optical centers and image planes; there is no dependence on structure. The primary use of epipolar geometry is in providing a disambiguating constraint for correspondences between images planes i.e., that a point in one image constrains the corresponding point in another image to lie on a line. However, epipolar geometry is also the kernel in a number of other areas:

1. Multiple view invariants
   Invariants of a 3D configuration are computed from two perspective images of the configuration, based on the epipolar geometry between the views.

2. Transfer
   Typically, novel images of 3D structures are constructed from a stereo pair of images by intersecting epipolar lines [3, 7, 21] and Barrett (this volume).

3. Camera self-calibration
   Constraints from the fundamental matrix are exploited to determine intrinsic camera parameters [5, 13, 17].

In this paper we investigate whether epipolar geometry is necessary for these applications, and, furthermore, whether the use of epipolar geometry as the central tool is detrimental.
1.1 Two View Invariants

In general invariants of 3D configurations are computed in two stages: first, the fundamental matrix is computed from point matches between the two perspective images; second, invariants of the 3D configuration are computed either from the recovered 3D structure [6, 10] or from image measurements together with the epipolar geometry [9, 20] and (Gros and Shashua, both this volume). The computation of the fundamental matrix generally uses all available scene points, not exclusively points on the target 3D configuration.

Here we investigate invariants of 3D configurations, computed from two views, where only elements of the projected configuration are used. Section 2 describes a number of configurations for which there is an isotropy group. Section 3 uses these as examples in discussing epipolar geometry and multiple view invariants. For a number of these configurations it is not possible to determine the fundamental matrix, however invariants can be computed from two images. Section 4 establishes the relation with camera calibration for particular configurations.

1.2 Image Sequences and Structure

When more than two images are available, image point correspondence ambiguity can be reduced from an area around a line (using only a single fundamental matrix) to an area around a point. Two methods are routinely used to achieve this: in the first approach, 3D structure together with 3 x 4 projection matrices are computed (see [27], Mohr and Hartley, this volume), the imaged point is obtained by projecting the 3D point onto the target image; in the second approach, the imaged point in the target image is obtained by intersecting epipolar lines computed between image pairs (epipolar transfer). Section 5 describes the limitations of using epipolar geometry for image transfer.

Even in the two view case, using structure might improve the accuracy of fundamental matrix computation. Assuming that outliers have been removed [28], two possible least square minimisations are: first, to minimise distances between image points and putative epipolar lines [5]; or second, to compute structure for matched points, and minimise distances between measured imaged points and putative points predicted by projecting computed 3D structure with computed 3 x 4 projection matrices (see Hartley, this volume). In the latter case there is a tighter constraint (point to point). The former (point to line) is only affected by the distance of the measured point to the epipolar line, but not by its distance “along” the line. Similar considerations apply in the case of parallel projection [24].

1.3 Definitions and Notation

In the following, we assume a perspective camera, with unknown intrinsic parameters, and measure only projective properties in the image.
**Epipolar Geometry and Camera Projection Matrix** The geometric and algebraic properties of epipolar geometry and the fundamental matrix are well documented elsewhere [5, 10] so are not repeated here. Image points in a stereo pair, corresponding to a 3D point \( X \), are \( x \) and \( x' \), with \( x = PX \) and \( x' = P'X \), where \( P \) and \( P' \) are the \( 3 \times 4 \) projection matrices for the ‘left’ and ‘right’ cameras. In general homogeneous vectors are used, and equality is up to a non-zero scale factor. The fundamental matrix is represented by \( F \). For corresponding point pairs, \( x'^{T}Fx = 0 \).

**3D Invariants** These are invariants under a projective transformation of \( \mathcal{P}^3 \), i.e. a transformation \( X' = TX \), where \( X \) and \( X' \) are homogeneous four-vectors and \( T \) is a \( 4 \times 4 \) non-singular matrix. For six 3D points in general position there are three functionally independent scalar projective invariants:

\[
I_1 = \begin{vmatrix} I_{3561} & I_{3562} \\ I_{3564} & I_{3512} \end{vmatrix}, \quad I_2 = \begin{vmatrix} I_{3562} & I_{3142} \\ I_{3512} & I_{3642} \end{vmatrix}, \quad I_3 = \begin{vmatrix} I_{3564} & I_{5612} \\ I_{3561} & I_{5642} \end{vmatrix}
\]

(1)

where \( I_{abcde} = [X_a, X_b, X_c, X_d] \) and \( | | \) is the determinant.

**2 Isotropy Sub-Groups**

An isotropy group is the set of elements of a transformation group which do not alter a configuration. For example, a line is unaffected by translation in the direction of the line, and a circle unaffected by rotation about its center. If there is an isotropy, then there may well be invariants which naive constraint-counting would not predict. A simple example is a configuration of two coplanar lines under a plane similarity transformation, where the angle between the lines is invariant. This configuration has four degrees of freedom (two for each line) and under the group of plane similarity transformations (dim \( G = 4 \)), naive counting predicts no scalar invariants. However, there is a one-dimensional isotropy group in this case (scaling of coordinates with origin the line intersection) which does not affect the configuration.

The number, \( n_I \), of (functionally independent scalar) invariants under the action of a group \( G \) is given by [21]:

\[
n_I = \dim S - \dim G + \dim Is
\]

(2)

where \( \dim S \) is the “dimension” of the structure (the number of degrees of freedom), \( \dim G \) the dimension of \( G \), in the 3D projective case 15, and \( \dim Is \) the dimension of the isotropy sub-group (if any) which leaves the structure unaffected under the action of \( G \). A simple planar example is a configuration, \( S \), of two lines and two points (not lying on the lines), under a plane projective transformation. \( S \) has eight degrees of freedom (because each point and each line has two degrees of freedom), \( \dim G = 8 \) for a plane projective transformation, and there is a one-dimensional isotropy sub-group of the projectivities which leaves
the structure unchanged (given explicitly in [8]). There is one projective scalar
invariant (from equation (2) $n_J = 8 - 8 + 1$) which can be expressed as:

$$I = \frac{(l_1^T x_1)(l_2^T x_2)}{(l_1^T x_2)(l_2^T x_1)}$$

(3)

where $l_i, x_i$ are homogeneous line and point coordinates respectively. The 3D
analogue of this configuration is two planes and two points (not lying on the
planes), which has an invariant under 3D projective transformations. Other 3D
examples are given in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{ |c|c|c|c| }
\hline
Structure ($S$) & dim $S$ & dim $I$ & $n_{z_3}$ \\
\hline
6 points general position & 18 & 0 & 3 \\
7 points general position (*) & 21 & 0 & 6 \\
5 points, 4 coplanar & 14 & 1 & 0 \\
6 points, 4 coplanar (*) & 17 & 0 & 2 \\
line and 4 coplanar points & 15 & 2 & 2 \\
2 lines and 4 coplanar points & 19 & 0 & 4 \\
four lines & 16 & 1 & 2 \\
\hline
\end{tabular}
\caption{$n_{z_3}$ is the number of functionally independent scalar invariants for 3D configurations under the action of the projective group. In all cases general position is assumed e.g. the line is not coplanar with any two points. (*) indicates that the epipolar geometry can be determined from two views of the structure. In the case of seven points, the fundamental matrix is determined up to a finite number of possibilities.}
\end{table}

2.1 Configurations and Coordinates

In the following we describe a number of configurations for which there is an
isotropy sub-group of the 3D projective group. All the examples are variations on
a configuration containing four co-planar points. The configurations are defined in
Table 2.

For the six point configuration (VI), we may arbitrarily choose coordinates for any five of the points (not containing all four of the coplanar points):

\begin{align*}
X_1 &= (1, 0, 0, 0)^T \\
X_2 &= (0, 1, 0, 0)^T \\
X_3 &= (0, 0, 1, 0)^T \\
X_5 &= (0, 0, 0, 1)^T \\
X_6 &= (1, 1, 1, 1)^T
\end{align*}
<table>
<thead>
<tr>
<th>Type</th>
<th>Structure $S$</th>
<th>DOFS</th>
<th>dim $I_s$</th>
<th>$n_{I_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>single line</td>
<td>15</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>II</td>
<td>single point</td>
<td>14</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>point on line</td>
<td>16</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>IV</td>
<td>two coplanar lines</td>
<td>18</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>V</td>
<td>two skew lines</td>
<td>19</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>VI</td>
<td>two points</td>
<td>17</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. The structure $S$ consists of four coplanar points together with other elements not on the plane. The table gives the number of degrees of freedom of $S$, the dimension of the isotropy group (if any), and the number of functionally independent scalar 3D projective invariants. In all cases general position is assumed. Identical results hold if the four coplanar points are replaced by four coplanar lines.
Any other coordinates of the five points can be transformed to these by a collineation of \( \mathcal{P}^3 \). The fourth point has coordinates:

\[
X_4 = (\alpha, \beta, \gamma, 0)^T
\]

The points are shown in Figure 1a.

2.2 Four Coplanar Points and a Non-Coplanar Line

This is configuration I in Table 2. Coordinates are chosen in \( \mathcal{P}^3 \) such that the coplanar points \( X_1, \ldots, X_4 \) have coordinates as above (configuration VI), and such that the line, \( L \), is represented in homogeneous parametric form as

\[
L = \zeta(1, 1, 1, 1)^T + \eta(0, 0, 0, 1)^T
\]

(4)

See Figure 1b.

The isotropy sub-group is determined in two stages as follows. First, in order for \( \Pi \) to be a plane of fixed points it is necessary and sufficient that the \( 4 \times 4 \) transformation matrix \( T \) satisfies

\[
X_i = \lambda T X_i, \quad i \in \{1, \ldots, 4\}
\]

It is a simple matter to show that \( T \) must have the form

\[
T = \begin{pmatrix}
\mu_1 & 0 & 0 & \mu_2 \\
0 & \mu_1 & 0 & \mu_3 \\
0 & 0 & \mu_1 & \mu_4 \\
0 & 0 & 0 & \mu_5
\end{pmatrix}
\]

(5)

where \( \mu_i, i \in \{1, \ldots, 5\} \) parameterises the sub-group which has four DOF (only the ratio of the \( \mu \)'s is significant).
Second, we determine the sub-group which leaves $L$ fixed. This can be carried out using Pluckerian line coordinates [23], but here we use the parametric representation (4) above. Under the action of the isotropy group the points on the line need not be fixed, but the transformed points must still lie on $L$. The transformation of two points is sufficient to determine the transformed lines (three are required to determine the transformation of all the points on the line). By inspection $TX_5$ and $TX_6$ satisfy (4) iff $\mu_2 = \mu_3 = \mu_4$. Hence we arrive at

$$T_2 = \begin{pmatrix}
\mu_1 & 0 & 0 & \mu_2 \\
0 & \mu_1 & 0 & \mu_2 \\
0 & 0 & \mu_1 & \mu_2 \\
0 & 0 & 0 & \mu_5
\end{pmatrix}$$  \hspace{1cm} (6)

which is a two dimensional sub-group of the collineations of $P^3$.

It is interesting to examine the transformation of $P^3$ under the action of $T_2$. The clearest way to see this is to determine the eigen-vectors of $T_2$. These are the fixed points of the collineation. The first three are degenerate with eigen-value $\mu_1$, and may be chosen as

$$E_1 = (1, 0, 0, 0)^T = X_1$$

$$E_2 = (0, 1, 0, 0)^T = X_2$$

$$E_3 = (0, 0, 1, 0)^T = X_3$$

The fourth has eigen-value $\mu_5$:

$$E_4 = (\mu_2, \mu_2, \mu_5 - \mu_1)^T$$  \hspace{1cm} (8)

As expected any point on the plane $X = \nu_1 X_1 + \nu_2 X_2 + \nu_3 X_3$ is unchanged by $T_2$ (since after the transformation all the basis vectors are multiplied by $\mu_1$). The fourth eigen-vector is a fixed point on $L$. To see the effect of the isotropy group on points not on $\Pi$, consider any line $L$ containing $E_4$. This will intersect $\Pi$ at some point, $X_{\Pi}$ say, and any point, $X$, on the line is given by $X = \zeta E_4 + \eta X_{\Pi}$. After the transformation the point is $T_2 X = \mu_5 \zeta E_4 + \mu_1 \eta X_{\Pi}$ which still lies on $L$ i.e. any line through $E_4$ is a fixed line under the isotropy. Consequently, since every point in $P^3$ lies on a line through $E_4$, the action of $T_2$ on $P^3$ is to move points towards (or away from) $E_4$, with only $E_4$ and points on $\Pi$ remaining unchanged. This eigen-vector structure is the key to understanding the isotropies in the next section.

2.3 Four Coplanar Points and a Non-Coplanar Point

This is configuration $\Pi$ in Table 2. Without loss of generality the non-coplanar point can be chosen to be $X_5 = (0, 0, 0, 1)^T$. Then for an isotropy under collineation $T$

$$X_i = \lambda T X_i, \quad i \in \{1, \ldots, 5\}$$
As above, a plane of fixed points restricts $T$ to the form (5). For $X_5$ to be fixed under the isotropy

$$T_1 = \begin{pmatrix}
\mu_1 & 0 & 0 \\
0 & \mu_1 & 0 \\
0 & 0 & \mu_6
\end{pmatrix}$$

(9)

which is a one dimensional sub-group of the collineations of $\mathcal{P}^3$.

This form also follows immediately from the discussion of eigen-vectors in Section 2.2. The (ratio of) parameters \{\mu_1, \mu_2, \mu_6\} determine the position of $E_4$, the fixed point not on the plane. For $X_5$ to be fixed we require

\[
\mu_2 = 0 \\
\mu_1 - \mu_6 \neq 0
\]

which directly produces $T_1$ as in (9).

There are a number of variations on the five point structure for which there is again a one-dimensional isotropy group. Firstly (Table 2 III), any line through $X_5$ will be a fixed line (not a line of fixed points). This is obvious because (9) is a sub-group of (6) which preserves $L$, but also because any line containing $X_5$ intersects $\Pi$, and consequently there are two fixed points on $L$ so the line is fixed. Furthermore, a star of lines through $X_5$ will be fixed by (6) (i.e. any number of lines). In particular, there is a one-dimensional isotropy group for a configuration of two coplanar lines, not on $\Pi$, together with four points on $\Pi$ (Table 2 IV).

\section{Multiple View Invariants and Epipolar Geometry}

Here we contrast configurations I, II, and VI in terms of whether epipolar geometry and 3D projective invariants can be determined from two views.

\subsection{Six Point Configuration, Four Coplanar}

This is configuration VI in Table 2. It has been reported by a number of authors [1, 3, 19] that it is possible to recover epipolar geometry (and hence, subsequently, projective structure) and invariants for this configuration. Here we summarise the construction.

\textbf{Epipolar Geometry} See Figure 2. There are six corresponding points $x_i, x'_i, i \in \{1, \ldots, 6\}$ in two views, with the first four $i \in \{1, \ldots, 4\}$ the projection of coplanar world points.

1. Compute the plane projective transformation matrix $T$, such that $x'_i = Tx_i, i \in \{1, \ldots, 4\}$.
2. Determine the epipole, $p'$, in the $x'$ image as the intersection of the lines $(Tx_5) \times x'_5$ and $(Tx_6) \times x'_6$. 
Fig. 2. Epipolar geometry. The points $X_1, \ldots, X_4$ are coplanar, with images $x_i$ and $x'_i$ in the first and second images respectively. The epipolar plane defined by the point $Y$ and optical centers $O$ and $O'$ intersects the plane $\Pi$ in the line $L(Y) = \langle Y_1, Y_2 \rangle$, where $Y_1$ and $Y_2$ are the intersections of $\Pi$ with the lines $\langle Y, O \rangle$ and $\langle Y, O' \rangle$ respectively. The epipolar line may be constructed in the second image as follows: Determine the plane projective transformation such that $x'_i = \mathcal{T}x_i$, $i \in \{1, \ldots, 4\}$. Use this transformation to transfer the point $y$ to $y'_i = Ty$. This determines two points in the second image, $y'$ and $Ty$, which are projections of points $(Y$ and $Y_1)$ on the line $\langle O, Y \rangle$. This defines the epipolar line of $y$ in the second image. A second point, not on $\Pi$, will define its corresponding epipolar lines. The epipole lies on both lines, so is determined by their intersection. A similar construction gives epipolar lines and hence the epipole in the first image.

3. The epipolar line in the $x'$ image of any other point $x$ is given by $(\mathcal{T}x) \times p'$.
4. Hence $F = [p']_x \mathcal{T}$, where $[p']_x$ is the skew matrix formed from the components of $p'$.

**Projective Invariants** This configuration has seventeen degrees of freedom (three for each point less one for the planarity constraint), and there is no isotropy group. From the counting argument in Section 2, the configuration has two projective invariants. The invariants can be computed using (1) for the 3D invariants of six points (one of the three invariants will be zero due to planarity of four points). Equivalently the invariants can be computed from the planar invariants of the four coplanar points together with the intersection of the line through $X_5$ and $X_6$ and the plane $\Pi$. See Figure 3.
Fig. 3. The projective invariant of 6 points, 4 coplanar (points 1-4), can be computed by intersecting the line, L, through the non-planar points (5 and 6) with \( \Pi \). There are then 5 coplanar points, for which two invariants to the plane projective group can be calculated.

1. The \( \mathbf{x}' \) image of the point of intersection, \( \mathbf{X}_I \), of the line \( < \mathbf{X}_5, \mathbf{X}_6 > \) and the plane, is given by the intersection [22] of the lines \( (T\mathbf{x}_5) \times (T\mathbf{x}_6) \) and \( \mathbf{x}'_5 \times \mathbf{x}'_6 \).
2. Two plane projective invariants can be calculated from five points (in this case the four coplanar points and \( \mathbf{x}'_I \)) by

\[
I_1 = \frac{|m_{431}| |m_{121}|}{|m_{421}| |m_{131}|}, \quad I_2 = \frac{|m_{421}| |m_{132}|}{|m_{432}| |m_{121}|} \tag{10}
\]

where \( m_{jkt} \) is the matrix \([\mathbf{x}'_j \mathbf{x}'_k \mathbf{x}'_t]\) and \( |m_{jkt}| \) its determinant.

### 3.2 Five Point Configuration, Four Coplanar

As shown in Section 2.3 there is a one dimensional isotropy group for configuration \( \Pi \). There are only fourteen degrees of freedom, and consequently (equation 2) no projective invariants. Furthermore, the epipolar geometry cannot be determined.

It is instructive to consider how the epipolar geometry is constrained by images of this configuration. It is clear from Figure 4 that in each image the epipole is constrained to lie on a line. To see this algebraically we again use the notation in Section 2 for the 3D points \( \mathbf{X}_i, i \in \{1, \ldots, 5\} \). In this case we can, without loss of generality, choose \( \mathbf{X}_4 \) to have coordinates \( \mathbf{X}_4 = (1, 1, 1, 0)^T \). We choose the projective coordinates of their images in both views to be:

\[
\begin{align*}
\mathbf{x}_1 &= \mathbf{x}'_1 = (1, 0, 0)^T \\
\mathbf{x}_2 &= \mathbf{x}'_2 = (0, 1, 0)^T \\
\mathbf{x}_3 &= \mathbf{x}'_3 = (0, 0, 1)^T \\
\mathbf{x}_4 &= \mathbf{x}'_4 = (1, 1, 1)^T \\
\end{align*}
\]
and \( X_5 \) to project to \( x_5 = (a, b, c)^T \) and \( x'_5 = (a', b', c')^T \) in the left and right images respectively. With this notation coordinates for points on the plane, \( \Pi \), are identical for both images (and given by the first three homogeneous 3D coordinates). The projection matrix can be shown to be:

\[
P = \begin{pmatrix}
\rho & 0 & 0 & a \\
0 & \rho & 0 & b \\
0 & 0 & \rho & c
\end{pmatrix}.
\]  

(11)

Up to an overall scaling, this has one degree of freedom (since only the ratio of \( \{a, b, c\} \) is significant). Solving for the optical center \( C = (C_1, C_2, C_3, C_4)^T \) via \( PC = 0 \) gives

\[
C = C_4 \begin{pmatrix}
a \\
b \\
c \\
1
\end{pmatrix} = \alpha \begin{pmatrix}
a \\
b \\
c \\
0
\end{pmatrix} + \beta \begin{pmatrix}
0 \\
0 \\
0 \\
1
\end{pmatrix}
\]

which, as expected, constrains \( C \) to lie on the line through \( X_5 \) intersecting \( \Pi \) in the point \( \tilde{X}_5 = (a, b, c, 0)^T \). Corresponding results for the primed image are obtained by priming \( a, b, c \) etc. Consequently, both optical centers are constrained to lie on lines containing \( X_5 \) (i.e. the lines are coplanar), and so the image of one optical center from the other (the epipole) is constrained to a line.

A complementary picture is obtained by considering the action of the isotropy group: Under the (one dimensional) isotropy group, \( T_1 \), the configuration \( X_i, i \in \)}
\{1, \ldots, 5\} is unchanged, but the optical centers are moved - they travel along the line \( < \mathbf{X}_5, \mathbf{X}_5 > \) and \( < \mathbf{X}^\prime_5, \mathbf{X}_5 > \) respectively (i.e. the orbit is along the fixed lines as described in Section 2.2). Clearly, a projective transformation cannot alter projective invariants, and indeed the action of the isotropy group maintains the image projective coordinates.

\subsection*{3.3 Four Points and a Line Configuration, Four Points Coplanar}

As shown in Section 2.2 there is a two dimensional isotropy group for configuration I. There are fifteen degrees of freedom, and consequently (equation 2) two projective invariants. These are determined in the same manner as the six point configuration VI.

\textbf{Projective Invariants}

1. Compute the plane projective transformation matrix \( T \), such that \( \mathbf{x}'_i = T \mathbf{x}_i, i \in \{1, \ldots, 4\} \).
2. The \( \mathbf{x}' \) image of the point of intersection, \( \mathbf{x}'_i \), of the plane \( \Pi \) and line \( \mathbf{L} \) is given by the line intersection \( (T^{-1}) \times l' \), where \( l \) and \( l' \) are the images of \( \mathbf{L} \) [22].
3. Two plane projective invariants can be calculated for the five points (in this case the four coplanar points and \( \mathbf{x}'_i \)) as in (10).

The epipolar geometry cannot be determined in this case. The epipole is not even constrained to a line. This is clear from the action of the isotropy group on the optical center, which moves \( \mathbf{C} \) on a \textit{surface} (as the isotropy group is two dimensional) whilst the structure, \( S \), is unchanged. As this is a projective transformation both the image projective invariants, and the 3D projective invariants of \( S \) are unaltered. So there is a surface, the orbit of \( \mathbf{C} \) under \( Is \), over which \( \mathbf{C} \) can move which has no effect on projective image measurements. Conversely, the image projective invariants are \textit{only} affected by motions of \( \mathbf{C} \) transverse to this surface. Consequently, image projective invariants can only place constraints on this transverse motion, so \( \mathbf{C} \) is restricted to a one-parameter family of surfaces. From Section 2.2 it can be shown that this orbit (the surface) is a plane.

Counting constraints and unknowns indicates why 3D projective invariants can be recovered from two images in this case: There are four “unknowns” (two 3D invariants and the one degree of freedom of each optical center which affects the image i.e. can be measured) and four measurements (the two projective coordinates of the line in each image). Consequently, it is possible to solve for the 3D invariants in this case.

\textbf{Experimental Results} Invariants using (10) are measured from the images shown in Figure 6. Points are extracted as follows: A local implementation of Canny’s edge detector is used to find edges to sub-pixel accuracy. These edge chains are linked, extrapolating over any small gaps. A piecewise linear graph
is obtained by incremental straight line fitting. Edgels in the vicinity of tangent discontinuities (“corners”) are excised before fitting as the edge operator localisation degrades with curvature. Vertices are obtained by extrapolating and intersecting the fitted lines. The results are given in Table 3 with the labelling indicated in Figure 5.

Fig. 5. Line drawing of the hole punch extracted from image A in Figure 6. Points 1 and 5 are occluded in this view.

<table>
<thead>
<tr>
<th>Images</th>
<th>$f_1$</th>
<th>$f_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D,B</td>
<td>0.376</td>
<td>1.117</td>
</tr>
<tr>
<td>B,A</td>
<td>0.371</td>
<td>1.170</td>
</tr>
<tr>
<td>C,E</td>
<td>0.370</td>
<td>1.150</td>
</tr>
<tr>
<td>F,A</td>
<td>0.333</td>
<td>1.314</td>
</tr>
</tbody>
</table>

Table 3. Line and four coplanar point two view invariants extracted from several combinations of views using points 2, 4, 14, 17 and the line between points 6 and 13.

3.4 Summary

We have demonstrated that multiple view invariants of 3D configurations can be recovered without epipolar calibration being necessary, and argued that if a configuration has a non trivial isotropy group under projective transformations of 3D, then it is not possible to recover epipolar geometry using projective measurements.
The discussion applies as well to analogues of these configuration, for example: four coplanar lines and two non-coplanar points, and five lines (four coplanar). If the configurations are enlarged by adding lines or points to the plane \( H \), there are no additional constraints on the optical center position or epipolar geometry, since \( H \) is a plane of fixed points under the isotropy group. However, additional planar projective invariants will then be available.

4 Isotropy Sub-Groups and Camera Calibration

Suppose a configuration \( S \) for which a non-trivial isotropy \( T_s \) exists, is used to determine epipolar geometry. Under a projective transformation \( T \) of 3D all projective image measurements are unaffected. In particular under \( T_s \) the configuration \( S \) is unchanged. However, the optical centers are moved by \( T_s \) (e.g. for configuration \( I \) they move on a surface). Consequently, it is not possible to determine the optical centers, \( C \), since they can move on an orbit without affecting image measurements. To summarise:

**Theorem** Suppose a configuration \( S \) is perspectively imaged onto one or more images. Then, if there exists an isotropy sub-group, \( T_s \), for \( S \) under the group of 3D projective transformations, the optical center(s) cannot be uniquely determined from projective image measurements.

If \( x = pX \) and \( X' = TX \), then for image points to be preserved, \( x = PT^{-1}TX = P'X' \), where \( P' = PT^{-1} \). For the isotropy group and points on \( S \),
\( X' = T_rX = X \). Consequently, \( x = PT_r^{-1}X = PX \), so \( P \) is not uniquely defined. If \( C \) is a solution for the optical center, then any point on the orbit \( T_r^{-1}C \) is also a solution, since \( P(T_r^{-1}C) = PC = 0 \).

### 4.1 Twisted Cubics

In certain cases the orbit \( T_r^{-1}C \) can be described easily, using the following theorem stated by Buchanan [2].

**Theorem** Let \( \mathcal{R} \) be a set of reference points in real 3-space. Let \( P \) be a projection of maximal rank from 3-space onto 2-space with \( K = \text{Ker}(P) \). Then there exists a projection \( P' \), distinct from \( P \), with \( P(R) = P'(R) \) for all \( R \in \mathcal{R} \) if and only if

(a) \( \mathcal{R} \cup \{K\} \) is a subset of a possibly composite twisted cubic or
(b) \( \mathcal{R} \) is a subset of the set theoretic union of a line and a plane, and \( K \) lies on the line.

Note that the kernel \( \text{Ker}(P) \) is the optical center of the camera. Buchanan lists the curves in case (a) as follows:

1. a proper (i.e. non-singular) twisted cubic;
2. the union of a conic and a line which cuts the conic but which is not coplanar with the conic.
3. the union of two skew lines and a common transversal.

**Properties of the Twisted Cubic** Let \( c \) be a non-singular twisted cubic [23]. Then \( c \) is not contained in any plane of \( \mathcal{P}^3 \); it intersects a general plane at three distinct points. There is a unique \( c \) through six points in general position. The curve \( c \) is rational, and has a parameterisation of the form \( t \mapsto T(1, t, t^2, t^3)^T \) where \( T \) is an invertible \( 4 \times 4 \) matrix. It follows that there is a collineation of \( \mathcal{P}^3 \) that maps \( c \) to a standard twisted cubic \( t \mapsto (1, t, t^2, t^3)^T \). Thus any two proper twisted cubics are projectively equivalent.

### 4.2 The Twisted Cubic and Camera Calibration

The twisted cubic plays a key rôle in (extrinsic) camera calibration because of the following property. Let \( A, B \) be two distinct points on the non-singular twisted cubic \( c \), and \( X \) a variable point on \( c \). The chords \( < X, A > \), as \( X \) moves on \( c \), form a subset of the star of lines \( \text{st}(A) \), and similarly for \( B \). Then there is a unique collineation \( U : \text{st}(A) \to \text{st}(B) \) such that \( U(< X, A >) = < X, B > \) for all \( X \) in \( c \).

It is the existence of the collineation \( U \) that is the basis of the above theorem quoted from [2]. If the true optical center \( C \) and data points \( X_i \) used in the camera calibration all lie on a twisted cubic \( c \) then all points on \( c \) are candidates for the optical center of the camera. Each putative optical center yields a camera calibration compatible with the \( X_i \) and their projections \( x_i \) to the image. There
is always a twisted cubic though six points in general position in space. Thus a
unique camera calibration cannot be obtained from five or fewer data points.

We have seen that when there is an isotropy (for example as in configuration
\( \Pi \)) it is not possible to solve for the optical centers. Here we show that this
ambiguity is a result of the points lying on a twisted cubic. Let \( \Pi \) be the plane
containing the four points and let the optical center be a point \( C \) not contained
in \( \Pi \). Then there is a unique conic through the five points \( X_\Pi = \langle C, X_5 \cap \Pi \rangle \)
and \( X_i, i \in \{1, \ldots, 4\} \). Consequently, the configuration \( \Pi \) together with \( C \)
is contained in the degenerate case (2) of a twisted cubic, and there is not
a unique solution for \( C \). Any point on the line is a candidate for the optical
center. For configuration \( VI \), there is no longer freedom to choose the line. In
general, the configuration and the true optical center \( C \) do not lie on a twisted
cubic. Consequently, it is possible to obtain a unique solution for \( C \).

4.3 Critical Surfaces

The twisted cubic of Section 4.2 also appears in the theory of critical surfaces
for reconstruction from two views of points [18]. Let \( \psi \) be a critical surface and
let \( O, C \) be the optical centres from which the images of \( \psi \) are obtained. It is
well known that \( \psi \) is in general a hyperboloid of one sheet and that it contains
\( O, C \). The reconstruction is ambiguous thus there is a second critical surface \( \phi \)
defining the same set of image correspondences as \( \psi \). Let the optical centres for
\( \phi \) be \( O, C' \). It can be shown that \( \psi \) and \( \phi \) contain all three points \( O, C, C' \).

Let \( X \) be a general point on \( \psi \) or \( \phi \). If the coordinates of \( X \) are known then
it is possible to distinguish the true reconstruction from the false. For example,
if \( X \) is on \( \psi \) but not on \( \phi \), then \( \psi \) is the true reconstruction and \( \phi \) is false. There
are certain exceptional points \( X \) which cannot be used to distinguish between
the two reconstructions even when their coordinates are known. These points
are contained in \( \psi \cap \phi \).

The intersection \( \psi \cap \phi \) is a space curve of degree four which splits into a line
\( L \) and a twisted cubic \( c \). The line \( L \) contains \( O \) whilst \( c \) contains \( C \) and \( C' \). Let
\( x \leftrightarrow x' \) be a pair of corresponding image points such that \( x \) is the image of \( L \).
If the optical centre of the camera is at \( C \) then there is a point \( X_1 \) on \( L \) projecting
to \( x' \). Similarly, if the optical centre of the camera is at \( C' \) then there is a point
\( X_2 \) on \( L \) projecting to \( x' \). The points \( X_1, X_2 \) are in general different; this is
possible because the entire line \( L \) projects to a single point \( x \) in the first image.
The true reconstruction can be found once it is known which of the points \( X_1, X_2 \)
gives rise to the correspondence \( x \leftrightarrow x' \).

The true reconstruction cannot be distinguished from the false by giving
the coordinates of the points on \( c \). To see this, let \( X_1 \) be a general point of
\( c \) projecting to \( x \) when the camera is at \( O \) and to \( x' \) when the camera is at
\( C \). Let \( X_2 \) be the point of \( \phi \) projecting to \( x \) at \( O \) and to \( x' \) at \( C' \). The line
\( < O, X_1 > \) cuts \( \phi \) at a unique point, \( X_1' \), distinct from \( O \). It follows that \( X_1 = X_2 \).
The images of \( c \) taken from \( C \) and \( C' \) are indistinguishable. In the case of
calibrated cameras this means indistinguishable up to a rotation of the camera;
for uncalibrated cameras this means indistinguishable up to a collineation of
the image. Both cases are examples of the role of the twisted cubic in camera calibration, as described in Section 4.2.

5 Transfer

The process of rendering new images given only image(s) of the original structure is known as transfer. Typically, two images are provided, and a new view of a 3D structure is rendered based on a number of "reference" points. Epipolar geometry is often used to carry out this process (see Barrett [21] and [3, 7]). For example, in the affine case (parallel projection) only four points are required to determine epipolar geometry. Suppose four points are in correspondence between two acquisition images, and a third target image. This is sufficient to determine the epipolar geometry between each acquisition image and the target image. Any other point imaged in both acquisition images can then be transferred by intersecting epipolar lines, as shown in Figure 7.

![Diagram](image)

**Fig. 7.** Transfer by intersecting epipolar lines in the affine case.

Clearly, this process fails when epipolar lines are coincident, and becomes increasingly ill-conditioned as the lines become less "transverse". This occurs in the affine case when a camera rotates about a fixed object axis. In this case the epipolar lines in the target image are parallel.

In the projective case at least seven points are needed to determine epipolar geometry. Transfer fails for 3D points on the tri-focal plane (the plane containing
all three optical centers). The epipolar lines for such points are coincident in the
target image. The tri-focal plane intersects the target image in the line containing
the epipoles of the two acquisition views. For points “close to” the trifocal plane,
transfer will be very poorly conditioned. Examples of transfer using this method
are shown in Barrett’s paper in this volume. The worst situation is when the
three optical centers are collinear, in which case transfer is not possible for any
point by epipolar line intersection.

This problem is avoided if structure is used. For example, consider the affine
case with four points again in correspondence between the three images. From
the two acquisition images the 3D affine coordinates of all corresponding points
can be determined. The projection matrix P from this 3D affine structure to
the target image is also determined from four points, and is used to project
the 3D structure onto the target image. In fact, the actual reconstruction of 3D
structure is not required [25]. A similar argument applies in the projective case,
where seven points are required in general.

Shashua [26] derives a trilinear function of image coordinates in three views,
which can be used for transfer. Unlike epipolar transfer, this method does not
fail when the optical centers are collinear.

6 Discussion

We have demonstrated that for a number of configurations, although it is possible
to recover invariants in a stable fashion from two views, it is not possible to
recover structure or epipolar geometry. This is important in terms of stability:
As is well known for configurations “close to” critical surfaces [13, 18] numerical
procedures for recovering structure are ill-conditioned. In the same way, one
would expect ill-conditioning in configurations close to an isotropy (e.g. if a
significant part of the point set used to determine the epipolar geometry is near
planar).

It has also been shown that transfer from two views to a third can be ill-
conditioned, and may fail, if epipolar geometry alone is used.

Epipolar geometry is also not necessary for self-calibration. Hartley [11] de-
scribes a self-calibration method for the case of a camera rotating about its
optical center, but not translating. In this case there is no epipolar geometry.
Luong and Viéville [14] and Hartley (this volume), show that intrinsic param-
eters can be determined from projection matrices computed from two or more
views of structure known up to an affine ambiguity.

It remains to be seen whether other procedures, such as structure recovery,
are more tractable and better conditioned if epipolar geometry is displaced from
its central role.
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