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Abstract

Second-order priors on the smoothness of 3-d surfaces are a better model of typical scenes than first order priors. However, stereo reconstruction using global inference algorithms, such as graph cuts, has not been able to incorporate second order priors because the triple cliques needed to express them yield intractable (non-submodular) optimization problems.

This paper shows that inference with triple cliques can be effectively performed. Our optimization strategy is a development of recent extensions to $\alpha$-expansion, based on the “QPBO” algorithm. The strategy is to repeatedly merge proposal depth maps using a novel extension of QPBO. Proposal depth maps can come from any source, for example fronto-parallel planes as in $\alpha$-expansion, or indeed any existing stereo algorithm, with arbitrary parameter settings.
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I. INTRODUCTION

Dense stereo has made considerable progress in recent years, in part because the problem can be cast in an energy minimization framework for which there exist inference algorithms that can efficiently find good (if not always global) minima. Algorithms based on graph cuts, in particular, can incorporate visibility reasoning as well as smoothness priors into the estimation.
of depth maps. However, the smoothness priors used in graph-cuts-based estimates have to date been first order priors, which favour low-curvature fronto-parallel surfaces—indeed, the prior is maximized by fronto-parallel planes. Even in man-made scenes, this is far from accurate, as illustrated in fig. 1, and leads to inaccurate depth estimates. It has long been known [1], [2] that a second order smoothness prior can better model the real world, but it has not yet been possible to combine visibility reasoning and second order smoothness in an optimization framework which finds good optima.

The contributions discussed in this paper have been introduced in two previous works by the authors [4], [5], with a more in-depth discussion of these, further experimentation into objective energies and additional results introduced here. The main contribution is the development of an effective optimization strategy for stereo reconstruction with triple cliques. A further significant contribution is the development of an accurate asymmetrical occlusion model. This means that visibility reasoning and second-order priors can be combined for the first time in a powerful inference framework. We show that this algorithm produces excellent results both on the Middlebury test set [6] and on real-world examples with both planar and curved surfaces.

The areas of smoothness priors, visibility reasoning and optimization are all relevant to this work so we will review the relevant literature in these areas.

A. Smoothness priors

The “order” of a smoothness prior is given by the order of the derivative of depth or disparity which the prior regularizes. First order priors penalize non-zero first derivatives, encouraging fronto-parallel depth maps, while second order priors penalize non-zero second derivatives, encouraging planar depth maps. Second order smoothness priors are not new in stereo. Indeed, Grimson [1] and Terzopoulos [2] both proposed a second order prior for surface reconstruction in the early 1980s, in the form of the thin plate model, while Horn [7] and Gennert [8] used second order priors in dense stereo later that decade. However, they have all but disappeared from the more recent stereo literature, usurped by the now far more common first order prior [10]–[15].

1While the aim of dense stereo and surface reconstruction is the same, the former computes data costs based on photoconsistency, while the latter computes data costs based on the distance from points (either dense or sparse) precomputed using stereopsis [9].
Fig. 1. The impact of different smoothness priors on stereo.

(a) Reference image. (b) Li & Zucker’s result [3].
(c) 1op, linear kernel. (d) 1op, quadratic kernel.
(e) 2op, linear kernel. (f) 2op, quadratic kernel.
A significant reason for this shift to first order priors lies in the development of powerful optimization techniques such as graph cuts [10], [16]–[18] and belief propagation (BP) [12], [13]. The use of truncated linear and Potts model kernels has been commonplace with these methods. This stems in part from the fact that graph-cuts-based stereo algorithms [10], [15], [17] tend to use $\alpha$-expansion, which cannot optimize convex kernels [10] (though Veksler [19] recently showed how this could be overcome).

Attempts have been made to model surfaces more accurately, while using the powerful graph cuts and BP optimizers, but these attempts have all employed pairwise cliques rather than the higher-order cliques required for a true second order prior. Such attempts include layered [20]–[22] and segment-based [23]–[28] approaches, which segment the reference image, and enforce the constraint that such regions be planar. The pairwise regularization of the latter algorithms encourages neighbouring regions to be coplanar, while the former algorithms achieve the same simply by iterating the segmentation and plane fitting processes. Li and Zucker [3] retain the pixel-based model while incorporating both second and third order priors, therefore merely encouraging planarity when there is ambiguity rather than enforcing it across entire regions. However their algorithm precomputes local surface normals and in fact optimizes a first-order prior on the normals, which is an approximation to the true problem. The reason for the current absence of true higher-order priors, despite their improved scene modelling capability, can be found in the literature: [3], on using triple cliques,

“such an endeavour quickly makes the problem computationally infeasible”,

and [29] on graph cuts,

“it is not clear if [triple cliques] can be used to encode a higher order smoothness”.

Indeed, it has recently been shown [30] that a second order smoothness prior generates non-submodular terms, precluding optimization using graph cuts.

Most recently, Bhusnurmath and Taylor [31] used an interior point method to find the optimal solution to an objective function that included a second order prior, but this required that both data costs and smoothness costs be made convex, thus approximating the former and constraining the choice of kernels in the latter.
B. Visibility reasoning

An important aspect of stereo frameworks, affecting the data likelihood term rather than the prior, is the use of an occlusion model to determine when a correspondence is not visible in an input image. The data term is typically based on the assumption that a point on a surface will be the same colour when viewed from all angles. However, such a point may be visible in some views, but not in others, because it is occluded by another part of the scene, in which case the colour sampled at the location of the correspondence will be that of an entirely different scene point. In this case the assumption leads to the correct depth being given a low likelihood.

One solution to this problem is to consider these occluding samples to be outliers, and to construct a data likelihood distribution that models the outlier process [32] and hence provides a degree of robustness. A more successful approach to modelling occlusions has been to make explicit the visibility of each correspondence, and determine this either geometrically, by warping the depth map into each input view [11], [15], [17], [28], [33]–[35], or by constructing a generative colour model of occluding surfaces [14]. Optimization of visibility is achieved either synchronously with depth [11], [15], [17], [28], [33], [34], or by iterating between optimizing visibility and optimizing depth [14], [35]. While the former approach is less prone to fall into local minima, the optimization techniques that can be used to successfully optimize the resulting objective energy are limited: dynamic programming can be used [33], [34], but this enforces the ordering constraint, a constraint which is often violated in real scenes, especially those with thin foreground objects [35]; some formulations without the ordering constraint can be optimized using \(\alpha\)-expansion graph cuts [11], [15], [17], [28], but it has been shown [36] that other optimizers, such as BP, do not perform well on these problems.

There are various forms of graph construction for visibility reasoning amongst the graph-cuts-based approaches, as shown in fig. 2. Kolmogorov and Zabih give two different constructions, for two [17] and multi-view [11] datasets respectively, but both approaches treat all images symmetrically, generating a node per input view pixel. This increases complexity significantly for multiple input views. A different, but also symmetrical construction is used in a segment-based framework in [28]. Wei and Quan [15] introduce an asymmetrical construction which generates a node per reference view pixel, considerably reducing complexity over symmetrical approaches. However, their construction generates both higher-order cliques and non-submodular
energies, which leads them to make approximations to avoid these cases. A contribution of our work, introduced in [4] and detailed more fully here, is to remove the higher-order cliques with an equivalent pairwise graph construction, and to use an optimizer which can handle non-submodular edges.

Modelling occlusions, and other outliers, in this principled way not only improves the quality of results, but has also been shown to reduce the need for a surface smoothness prior [15].

C. Optimization

The ability to optimize an objective function well is as important as the objective function itself in finding a good solution in stereo, a fact borne out not only by the high concentration of frameworks using graph cuts and BP at the top of the Middlebury stereo evaluation table\footnote{http://vision.middlebury.edu/stereo/} but also by various comparisons of optimizers on the same stereo problems [36], [37].

While recent developments of BP have lead to continuous representations of the state space of variables [38], [39], and also linear\footnote{The time to compute update messages is $O(NM^2)$, reduced from $O(M^N)$, where $M$ is the number of labels and $N$ the clique size.} increases in computational cost with clique size for certain classes of clique functional [40] (including those based on derivatives), the fact remains that BP performs very poorly on the highly connected graphs that result from including geometrical occlusion reasoning in the stereo problem [36]. In contrast, graph cuts has been shown to handle occlusion reasoning well [11], [15], [17], [28], [36], so is the preferred optimizer for this problem, but its use poses a number problems. Firstly, it is limited to binary (a.k.a. boolean) labelling problems, where each variable has only two possible values. Secondly, it can only solve problems whose objective function can be reparameterized as a sum of unary and pairwise terms, thus:

$$E(X) = \sum_i \phi_i(X_i) + \sum_{i<j} \phi_{ij}(X_i, X_j), \quad X_i \in \{0, 1\} \forall i,$$

(1)

with all pairwise terms satisfying the submodularity constraint [41]:

$$\phi_{ij}(0, 0) + \phi_{ij}(1, 1) \leq \phi_{ij}(0, 1) + \phi_{ij}(1, 0),$$

(2)

in which case the globally optimal solution is found. Non-submodular problems are those which cannot satisfy this constraint.
For optimization using graph cuts, higher-order cliques must therefore be decomposed into a set of pairwise terms. Kolmogorov and Zabih [41] show how this is possible for triple cliques, noting specifically that for graph-cuts based solutions the decomposition is valid if all pairwise projections of the variables are submodular.

Graph cuts has been extended to multi-label problems in two ways: a multi-label problem can be converted to an equivalent binary problem through a transformation of the graph [42], [43], then solved; alternatively the multi-label problem can be solved through a sequence of graph cuts on pairs of labellings [10]. The latter approach is a specific example of a more general class of methods, recently given the name “fusion move” approaches [44], which solve problems through a sequence of binary optimizations (not necessarily graph-cuts-based, e.g. [45]). The submodularity constraint poses constraints on the multi-label pairwise clique functionals, $\phi_{ij}$, of both these solutions, requiring those of the former solution to be convex, while those of the latter to be either metric or semi-metric [10] depending on whether the $\alpha$-expansion or $\alpha\beta$-swap approach is used. Generally this has limited applications to which graph cuts can be applied, predominantly to those where the value of any given label, $\alpha$, is consistent across nodes, though there are some notable exceptions which generate submodular graphs with values for label $\alpha$ being inconsistent across the variables, e.g. [46].

Several approaches also exist for dealing with non-submodular problems. Truncation [47] is a method of converting a submodular binary problem to a non-submodular one which will not necessarily find the optimal solution, but which guarantees to not increase the cost of the solution. More recently, an extension of graph cuts [48], introduced to the field of Computer Vision as Quadratic Pseudo Boolean Optimization (QPBO) by Kolmogorov and Rother [49], is able to optimize both submodular and non-submodular graphs optimally, though potentially only for a subset of nodes in the latter case (the rest of the pixels being unlabelled). Two extensions to QPBO which improve the output solution by labelling unlabelled nodes have been proposed [50], [51], and are considered in section III-B. Importantly, both truncation and QPBO approaches can be used in a fusion move framework to generate a convergent, multi-label optimizer. This has allowed graph-cuts-based multi-label optimization to be extended to both consistently labelled problems with non-submodular terms [47], [51]–[53], and problems with inconsistent labels [5], [44], [54].

Continuous valued variables can be optimized in a fusion move framework by optimizing over
either a suitably large [44] or a judiciously chosen [5], [45], [54] discrete set of labellings.

D. Outline

In the next section we derive the objective function for our stereo problem, with the second order prior. The following section details how the objective function is minimized, detailing the contributions made in this work. The penultimate section contains information on the experiments we performed in evaluating our proposed framework, before concluding.

II. Problem statement

In this section we outline the objective function containing our second order prior. All aspects of the objective function other than the prior are kept as standard as possible, as they are not the focus of this research.

The aim of dense stereo can be posed as that of finding the most likely scene model, given a suitable Bayesian posterior distribution—the maximum a posteriori (MAP) solution—where the scene model is \( \{D, I_0^*\} \), \( D \) being the dense disparity map for the given reference view, \( I_0 \), and \( I_0^* \) being the true, noiseless version of the same image.

As input we are given a set of \( N + 1 \) images, \( \{I_i\}_{i=0}^N \). A 2-d vector, \( x \), denotes a pixel location in the reference view, the colour of which is written as \( I_0(x) \), and the corresponding disparity is \( D(x) \). We are also given projection functions \( \{\pi_i(x, d) : \mathbb{R}^2 \rightarrow \mathbb{R}^2\}_{i=1}^{N} \), where \( \pi_i(x, d) \) is the projection into the \( i \)-th image of the 3-d point corresponding to disparity (1/depth) \( d \) in front of pixel \( x \) in the reference view. For a rectified stereo pair, \( N = 1 \) and only \( \pi_1 \) is required, with the simple definition \( \pi_1(x, d) = x + [d, 0] \). The abbreviation \( I_i^\pi(x, d) = I_i(\pi_i(x, d)) \) will be used to reduce clutter, and may be read as “the colour of the pixel corresponding to \( x \) in image \( i \) if the disparity at \( x \) is \( d \).

The posterior distribution can therefore be written as

\[
p(D, I_0^*|I_0, ..., I_N) = \frac{p(I_0, ..., I_N|D, I_0^*)p(D, I_0^*)}{p(I_0, ..., I_N)}
\]

where \( p(I_0, ..., I_N|D, I_0^*) \) is the data likelihood term, which models noise from the camera sensor, and \( p(D, I_0^*) \) is the prior probability of the output variables. \( p(I_0, ..., I_N) \) is the prior probability of the input data, but, being a constant, it can be ignored in the optimization. Note that it has been assumed that the input projection functions, \( \{\pi_i\}_{i=1}^{N} \), are noiseless, hence they do not appear
in the above formulation. A more advanced approach is to combine the estimation of $D$ and \$\{\pi_i\}_{i=1}^N \$ into a single framework, e.g. [55].

While generating $I_0^*$ as well as $D$ is the correct way of accounting for sensor noise, this approach is used only rarely, e.g. [14]. The simpler (in both data likelihood and prior terms) and more common approach is to assume that $I_0^* = I_0$, giving the following approximate posterior:

$$p(D|I_0, ..., I_N) \propto p(I_1, ..., I_N|D, I_0)p(D|I_0).$$ (4)

Rather than maximize the posterior probability we seek to minimize its negative log, called the \textit{energy}. While equivalent, this can simplify the problem by removing exponentials, e.g. in Gaussian noise models, and turning products into summations. The energy can be written as

$$E(D|I_0, ..., I_N) = E_{\text{photo}}(I_1, ..., I_N|D, I_0) + E_{\text{smooth}}(D|I_0).$$ (5)

The components of the energy will now be described.

A. \textit{Data likelihood}

The data likelihood term is constructed based on the assumptions that $I_0$ and $\{\pi_i\}_{i=1}^N$ are noiseless, and that the other input images are corrupted with \textit{i.i.d.} noise. It can therefore be evaluated independently over each of the pixels in $\{I_i\}_{i=1}^N$, and summed. An approximation adopted by most stereo algorithms, and indeed here, is to sum over the reference image pixels, as this suits the form of scene model better. Our data likelihood term is therefore written as

$$E_{\text{photo}}(I_1, ..., I_N|D, I_0) = \sum_{x \in X} \sum_{i=1}^N f\left(I_i^\pi(x, D(x)) - I_0(x), V_{i_x}\right)$$ (6)

where $X$ are the set of reference image pixels and $V_{i_x}$ is a \textit{visibility flag}, to be discussed below, indicating whether the 3-d point defined by $(x, D(x))$ is visible in $I_i$. Given $V_{i_x}$, the consistency metric $f$ is defined as

$$f(\Delta I, V) = \begin{cases} \rho_d(\Delta I) & \text{if } V = 1 \\ \nu & \text{if } V = 0 \end{cases}$$ (7)

When an input sample is occluded in the reference view by another part of the scene there is assumed to be no dependence between the colours of the input sample and its projection into

\footnote{It is known that this approach miscounts the contribution of each input pixel to the overall probability [56], leading to errors in wide baseline situations. We employ it for simplicity, and stick to narrow baseline sequences.}
the reference image. Rather, \( I_i^\pi(x, D(x)) \) is assumed to be drawn from a uniform distribution, generating a constant penalty cost, \( \nu \), which is paid by occluded pixels. When an input sample is visible in the reference view its likelihood is computed from the noise model, \( \rho_d \), assuming Lambertian reflectance of the surface being viewed. The value of \( \nu \) needs to be greater than the largest possible value of \( \rho_d(\Delta I) \), in order to avoid encouraging self-occlusions, but aside from this the noise model could take any form. Our noise model is based on a contaminated Gaussian [32], and is therefore a robust measure of colour difference defined by

\[
\rho_d(\Delta I) = -\log \left( 1 + \exp \left( -\frac{\| \Delta I \|^2}{\sigma_d} \right) \right),
\]

where \( \sigma_d \) is set from the noise level in the sequence. The measure doesn’t incorporate any means of accounting for sampling issues, e.g. [57], [58], but it could.

The value of \( V^i_x \) is computed using the asymmetrical occlusion model of Wei and Quan [15]— if there is another reference view pixel, \( p \), which projects to the same point\(^5\) in \( I_i \) as pixel \( x \), and for which the projected depth is less than that of \( x \) then \( V^i_x = 0 \), otherwise \( V^i_x = 1 \). \( V^i_x \) adds nonlocal terms to the energy, making optimization of this energy difficult, even before priors are incorporated. It is therefore more correctly written \( V^i_x(D) \), indicating the dependence on many entries of the disparity map \( D \).

**B. Surface smoothness**

The smoothness prior regularizes the disparity map by placing a cost on unlikely geometry. Following the standard stereo prior approach, it is assumed that the prior likelihood of disparity values are only dependent on those of their close neighbours, creating a neighbourhood, \( \mathcal{N} \). The Hammersley-Clifford theorem [59], states that the energy can be decomposed into a sum of functionals over the cliques defined by the set of neighbourhoods, \( \mathbb{N} \), generating a Markov Random Field. \( E_{\text{smooth}} \) is therefore written as

\[
E_{\text{smooth}}(D|I_0) = \sum_{\mathcal{N} \in \mathbb{N}} W(\mathcal{N})\rho_s(S(\mathcal{N}, D)).
\]

\(^5\)We define ‘same point’ to mean within half a pixel in both horizontal and vertical directions. This measure is an approximation, as a pixel’s projected footprint will vary according to its position and disparity. While a more accurate definition could be employed, this one was found to work suitably well. More details on evaluating \( V^i_x \) are given in Appendix B.
The first term, $W(\mathcal{N})$, modulates the smoothness term according to some function of the reference image, conditioning smoothness on $I_0$ and making this formulation a Conditional Random Field (CRF). This term is discussed further below. The function $S : \mathbb{R}^{\left|\mathcal{N}\right|} \mapsto \mathbb{R}$ is generally a derivative of disparity. The commonly used first derivative is given by

$$S(\{p, q\}, D) = D(p) - D(q), \quad (10)$$

$\mathcal{N}$ being the set of all $2 \times 1$ and $1 \times 2$ patches in the image. This derivative permits fronto-parallel surfaces without penalty.

We do not make the assumption that surfaces in the scene are generally fronto-parallel (impossible when one considers a shift of reference viewpoint immediately changes the assumption). Instead we wish to permit all planar surfaces without penalty, which can be achieved by using the second derivative of disparity [8]. The full second derivative consists of the derivatives $d_{xx}$, $d_{xy}$ and $d_{yy}$. While numerical computation of the derivatives $d_{xx}$ and $d_{yy}$ leads to triple cliques, $d_{xy}$ leads to a quadruple clique and is therefore ignored, with the effect that the larger class of all harmonic functions is unpenalized [8]. We therefore define our second order prior as:

$$S(\{p, q, r\}, D) = D(p) - 2D(q) + D(r) \quad (11)$$

where the neighbourhoods, $\mathcal{N} = \{p, q, r\}$, are from the set of all $3 \times 1$ and $1 \times 3$ patches in the reference image.

The kernel placed on the derivative response is generally given by

$$\rho_s(s) = \sigma_s \cdot \left( \min \left( \left| \frac{s}{\sigma_s} \right|, 1 \right) \right)^\gamma \quad (12)$$

where $\gamma = 1$ or 2 and $\sigma_s$ is a discontinuity preserving threshold, creating the truncated linear and truncated quadratic kernels respectively.

C. CRF weights

The CRF weights $W(\cdot)$ are set to encourage disparity edges to align with edges in the reference image, $I_0$. The commonest image feature used in $W(\cdot)$ is the magnitude of the local image gradient of that neighbourhood, parallel to the neighbourhood [10], [11], [14], [21], [60]–[62]. The form of $W(\cdot)$ is generally hand-picked, though Scharstein and Pal [62] learn maximum likelihood weights for a range of image gradient magnitudes, given a Potts
smoothness model, using a gradient ascent approach. Other image features have also been used, such as the output of the Canny edge detector [63], or an image over-segmentation [12]. The latter model’s smoothness constraint is strengthened if the pixels in \( \mathcal{N} \) are part of the same segment, encouraging discontinuities to align with segment boundaries. Note that this contrasts with the segment-based stereo methods [23]–[28], which force discontinuities to align with segment boundaries.

We use the over-segmentation approach, generating a single segmentation of the reference image (we use mean-shift segmentation [64], \( h_s = 4 \) and \( h_r = 5 \)), and assign one of two weights to each neighbourhood, depending on whether or not it overlaps a segmentation boundary. Precisely, if \( L \) is the map which assigns to each pixel its segmentation label, then

\[
W(\mathcal{N}) = \begin{cases} 
\lambda_h & \text{if } L(p) = L(q) \forall p, q \in \mathcal{N} \\
\lambda_l & \text{otherwise}
\end{cases}
\]

(13)

where \( \lambda_h > \lambda_l \) (exact values given in Appendix B) to discourage disparity edges from cutting through segments, where they are less likely. However, our optimization framework permits any form of CRF weight to be used.

III. Optimization

The above defines \( E(D|I_0, \ldots, I_N) \) as a function of a real-valued disparity image \( D \). In this section we describe how we solve the following optimization problem:

\[
D = \arg\min_D E(D|I_0, \ldots, I_N)
\]

(14)

In order to optimize the energy over the real-valued space we follow the fusion move approach, reducing it to a sequence of binary problems as follows. Suppose we have a current estimate of the disparity, \( D_t \), and a proposal depth map \( D^p \). In the \( \alpha \)-expansion method, for example, the proposal depth at each step is a fronto-parallel plane [10]; in this paper we shall use more complex proposals (see §III-C). The goal is to optimally combine (“fuse”) the proposal and current depth maps to generate a new depth map \( D_{t+1} \) for which the energy \( E(D_{t+1}|I_0, \ldots, I_N) \) is lower than \( D_t \). This fusion move is achieved by taking each pixel in \( D_{t+1} \) from one of \( (D_t, D^p) \), as controlled by a binary indicator image \( B \) with elements \( B(x) \):

\[
D^b(B) = (1 - B) \cdot D_t + B \cdot D^p,
\]

(15)
where dot indicates elementwise multiplication. Thus, $B$ may be read as “copy the disparity from the proposal $D^p(p)$ if $B(p) = 1$, otherwise keep the current estimate $D_t$”. Then the energy $E(D|I_0, ..., I_N)$ is a function only of the indicator image $B$, so we may define a boolean optimization problem

$$D_{t+1} = D^b(B^*) \quad \text{for} \quad B^* = \arg\min_B E(D^b(B)|I_0, ..., I_N)$$

(16)

In the next three sections we discuss three important contributions which enable and improve the algorithm: (1) the pairwise graph construction which allows each binary subproblem to be effectively solved using a graph-cuts based optimizer; (2) a variety of alternative fusion methods for finding the best possible $B^*$; (3) the selection of proposal depth maps.

A. Graph construction

The challenges to creating a binary pairwise graph to solve equation (16) are two-fold: the existence of non-submodular triple cliques [30] from the smoothness term, and including the geometrical occlusion model.

We tackle the problem of triple cliques using the decomposition of [41]. Each triple clique is decomposed into unary and pairwise terms via the addition of a latent variable, attached to each of the three variables in the clique but to no others in the graph. This idea was originally proposed only for submodular energies in the case of minimization via graph-cuts. However, the smoothness cost of equation (12) can generate non-submodular triple cliques, as shown in Appendix A. Fortunately the decomposition remains valid for non-submodular energies (also shown in Appendix A), though some of the resulting pairwise cliques are non-submodular, ruling out graph-cuts to optimize the energy.

To demonstrate the graph construction required to model visibility it is instructive to have a simple example of the problem given by equation (16). Such a problem is given in fig. 2(a). The problem consists of a four pixel, 1-d reference image (centre) and two other input images of three pixels. The current disparity map, $D_t$, is indicated by the white squares, and a proposal disparity map, $D^p$, (in this case fronto-parallel) is indicated by the grey squares. All the potential occlusion interactions for the binary problem can be computed prior to constructing the graph, conferring the advantage (over non-fusion-based optimization strategies) that the number of potentially
occluding pixels is relatively small for each such subproblem, so the cost of including visibility is relatively low.

Fig. 2(b) shows the submodular pairwise graph generated by the approach of [11]; solid grey lines indicate pairwise cliques resulting from the smoothness prior (assumed to be first order across the figure to simplify matters), black lines indicate data likelihood terms and dashed lines represent terms resulting from visibility reasoning. Images are treated symmetrically, and a graph node is generated for every pixel in every image, leading to highly complex graphs, even for just a few input images. The asymmetrical model of [15], shown in fig. 2(c) in the form of a factor graph, has nodes only for each pixel in the reference view. However, the construction has two drawbacks: firstly, it generates non-submodular edges; secondly, it can potentially generate cliques larger than size three (as shown). Approximations to the objective energy were made in [15] to overcome these problems; here we show how these approximations can be avoided by improving the graph construction and optimizing the non-submodular energy as it stands.

To address the second of these problems, we introduce the graph construction shown in fig. 2(d) (first described by us in [4]) which reduces the maximum clique size of the asymmetrical model to two. The simplification comes from adding nodes which explicitly represent the binary visibility variables (shown as grey circles). In fact, two nodes are required per visibility variable, $V^i_x$, one
for \( B(x) = 1 \) and one for \( B(x) = 0 \), denoted \( V_x^{i0} \) and \( V_x^{i1} \) respectively. Pairwise edges between the visibility nodes and their associated disparity nodes (black lines) are then used to model the data costs of equation 7 as follows:

\[
\phi(B(x), V_x^{i\alpha}) = \begin{cases} 
0 & \text{if } B(x) \neq \alpha \\
\rho_d(\Delta I) & \text{else if } V_x^{i\alpha} = 1 \\
\nu & \text{otherwise}
\end{cases}
\]

(17)

Given a node \( p \) which occludes the input sample of \( V_x^{i0} \) when \( B(p) = 1 \), the visibility node can be set to 0 (i.e. occluded) in this case by creating a pairwise edge for which \( \phi(B(p) = 1, V_x^{i0} = 1) = \infty \) and all other states carry zero cost. The visibility node will be set to 0 when one or more nodes occlude the associated input sample in order to avoid the higher infinite cost(s), producing the desired effect. This construction is very similar to the higher-order Potts model construction of [65]. Note that in the example given the occlusion edge is non-submodular. These infinite cost occlusion edges generate the dashed lines in the graph. While the construction may seem to add complexity by introducing \( 2nN \) nodes, where \( n = |\mathcal{X}| \), the visibility nodes are in fact only necessary when two or more pixels potentially occlude an input sample; the data costs for input samples of pixel \( x \) that cannot be occluded can be incorporated into the unary costs of \( B(x) \), while those that can only be occluded by a single pixel, say \( p \), can be incorporated into the edge \((B(x), B(p))\). This simplifies the graph greatly, generating the construction shown in fig. 2(e).

The final graph construction is a combination of the data and occlusion edges from fig. 2(e), which implement the data costs of equation 6 and the triple clique decomposition which is used to model the second order smoothness costs of equation 9. A first order smoothness prior uses \( 2n \) edges and generates four incident edges per pixel node, ignoring boundary effects. Our second order prior uses \( 10n \) edges, nominally six edges per clique, two of which are shared with neighbouring cliques making an average of five edges per clique, and generates 14 incident edges per pixel node. While a second order prior therefore generates a substantial increase in complexity, the problem remains tractable.

\[\text{In fact, in order to ensure the correct cost is paid for occluded pixels it is sufficient that } \phi(B(p) = 1, V_x^{i0} = 1) \geq \nu - \rho_d(I^p(x, D^p(x)) - I_0(x)).\]
B. Fusion strategies

The section above described the binary pairwise graph constructed to solve the optimization problem of equation 16. This graph contains some non-submodular edges in both the smoothness edges and the data and occlusion edges, precluding optimization using the standard graph cuts algorithm. As a result, we use QPBO to solve the graph. Unlike the submodular case, where the globally optimal $B$ is guaranteed, QPBO returns a solution $B$ and an associated mask $M$ with the guarantee that at pixels $x$ where $M(x) = 1$, the value $B(x)$ is at the value it would have at the global minimum, but pixels where $M(x) = 0$ have “unlabelled” values. These unlabelled nodes must be set to 0 or 1 in a postprocessing step in order to generate $D_{t+1}$ using equation 16, and furthermore, in order to ensure convergence of the algorithm, the set labels should ensure that $E(D_{t+1}|I_1, ..., I_N) \leq E(D_t|I_1, ..., I_N)$. This section discusses the ways in which this label fixing can be done. Note that, while there are many more nodes (e.g. visibility nodes) involved in the QPBO optimization, the aim is only to find the values of $B$, i.e. the labels for the nodes corresponding to pixel disparities, so these are the only nodes whose labels are fixed. When computing the energy of a labelling, the values of the visibility variables can be computed directly from the disparity.

Several approaches to fixing labels have already been proposed in the literature:

QPBO-F  **Fix to current** [4]: fix unlabelled nodes to 0, the current best labelling ($D_t$).

QPBO-L  **Lowest energy label** [44]: fix unlabelled nodes collectively to whichever of 0 or 1 gives the lower energy.

QPBO-P  **Probe**: probe the graph, as described in [50], [51], in order to find the labels of more nodes, that form part of an optimal solution.

QPBOI-F  **Fix to current and improve**: fix unlabelled nodes to 0, and transform this labelling using QPBOI [51].

We introduce two new approaches to label fixing which are based on the optimal splice technique of [45]. That technique split the two labellings into independent regions, and independently selected the label, 0 or 1, which gave the lower energy for each region. The unlabelled nodes of $B$ can similarly be split into independent regions, growing each region from a seed

\[ More correctly, a \textit{global optimum} as there may be several labellings with the same energy. \]
unlabelled node by adding all nodes that share a clique with the seed node, then repeating the process for all new unlabelled nodes in the region, and so on. Given an ordered list of cliques containing ordered node indices this process can be achieved in $O(|B|)$ (i.e. linear) time. A looser constraint than regions being independent is regions being strongly connected. Nodes in two different strongly connected regions (SCRs) can share a clique, but the dependence between the two regions can only be unidirectional; in practice (in this application) SCRs are almost always independent. This is relevant because the SCRs can be computed in $O(|B|)$ time \[66\] without the ordering preprocess, making them an efficient approximation to independent regions. The two new approaches to fixing labels are therefore:

**QPBO-R Lowest cost label per region:** split unlabelled nodes into SCRs, as per \[66\]. For each SCR, independently select the labelling, 0 or 1, which gives the lower total energy for cliques connected to that region.

**QPBOI-R Improve lowest cost label per region:** Label nodes as per QPBO-R, then use QPBOI to transform this labelling.

All the described methods ensure convergence, because they are all guaranteed\[8\] to have an energy equal to or lower than the output of QPBO-F, which is itself guaranteed not to increase the energy as a result of the “autarky” property of QPBO \[51, page 2\]. In §\[IV-B\] we empirically compare the various fusion strategies in the context of our problem.

**C. Proposal generation**

The final component of the algorithm to be defined is the choice of proposals. In previous work \[4\], \[11\], \[15\], the proposals have just been fronto-parallel planes (denoted “SameUni” below). As shown in \[10\], repeated fusion of these proposals leads to a strong local optimum in the case of a first order prior. In the case of a second order prior, the nature of these proposal disparity maps has a much larger effect on the generated disparity map, as we show empirically in §\[IV\]. We use the following schemes for generating the $j^{th}$ proposal disparity map $D^p_j$:

**SameUni** Draw $d_j$ from a uniform distribution, and set $D^p_j(x) = d_j$ for all $x$.

\[8\]In fact the approximation of independent regions with SCRs used here can theoretically lead to an increase in energy, but only a small one, and this is extremely rare.
SegPln Proposals are piecewise-planar disparity maps generated using the ad-hoc approach of segmentation-based methods [26], [27], with a number of segmentation algorithms and parameters used to generate a wide range of sizes of planar region. Further details are given in Appendix B.

Smooth \( D_j^p(x) = (D_j(x + \Delta) + D_j(x - \Delta))/2 \), where \( \Delta = [0, 1] \) when \( j \) is odd, and \( \Delta = [1, 0] \) when \( j \) is even. The set is prefixed with the two disparity maps generated from the fusion of the other proposal sets, and this set is repeated every six iterations.

These proposal methods represent the different approaches used by the main types of stereo algorithms: the fronto-parallel proposals of SameUni are essentially those used at each iteration of an \( \alpha \)-expansion-based stereo algorithm (except drawn from a continuous, rather than discrete, space); SegPln proposals are those used by segment-based algorithms; Smooth proposals, generated by a smoothing operation on the current disparity map, can be viewed as a proxy for local methods such as gradient descent. With QPBO-based fusion, we gain the benefits of all these algorithms—indeed, any stereo algorithm available—without affecting the global optimum. For example, the SegPln proposals, the main workhorse of our algorithm, are produced with a range of algorithms and parameter settings; in general we expect these disparity maps to be correct in some parts of the image, and for some parameter settings, but that no settings can be found for which any algorithm works best. By fusing the proposals in a well-defined energy minimization framework, the parameter sensitivity of these methods is turned into an advantage: we can select the best parts from each proposal, at the pixel (as opposed to segment) level.

Some further implementation notes, which will allow the reader to replicate our method more accurately, are available in Appendix B.

IV. EXPERIMENTS

In this section we describe the experiments carried out to evaluate the efficacy of QPBO in optimizing our non-submodular energy, the trade-offs of each of the QPBO labelling methods, the effect of using different disparity proposals, and to compare our method, with its second-order prior, to the same method with a first-order prior, and other, competing approaches to stereo.

The optimization method used in each experiment is characterized by the order of the prior ("1op" for first-order prior, etc.), the smoothness kernel ("linear" for \( \gamma = 1 \), "quadratic" for
<table>
<thead>
<tr>
<th>Order</th>
<th>Prior</th>
<th>SameUni</th>
<th>SegPln</th>
<th>Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1op</td>
<td>linear</td>
<td>0.52</td>
<td>1.3</td>
<td>4.0</td>
</tr>
<tr>
<td>1op</td>
<td>quadratic</td>
<td>0.31</td>
<td>2.0</td>
<td>3.5</td>
</tr>
<tr>
<td>2op</td>
<td>linear</td>
<td>1.1</td>
<td>21</td>
<td>4.8</td>
</tr>
<tr>
<td>2op</td>
<td>quadratic</td>
<td>3.8</td>
<td>62</td>
<td>30</td>
</tr>
</tbody>
</table>

TABLE I
Mean number of unlabelled nodes per iteration (%), averaged over the Teddy & Cones sequences, for the various priors and proposal schemes, using QPBO-F.

\( \gamma = 2 \), the set of proposals, and the fusion strategy, e.g. “2op, linear, SameUni, QPBOI-R”, or “1op, quadratic, SegPln, QPBOP”.

A. Number of unlabelled nodes

The first experiment was to determine whether optimization of the binary, pairwise, non-submodular graph described in §III-A (an NP-hard problem) was feasible using QPBO. The proportion of pixels that are labelled by QPBO has a direct impact on the quality of the solution found—trivially, if no nodes are labelled then (using QPBO-F) the final solution will be the same as the initial solution. It is therefore important to have as many nodes labelled as possible.

We used QPBO-F in these experiments, but varied the proposal schemes, order of prior and prior kernel to see what effect these had on the number of unlabelled nodes. The experiments were carried out on both the Teddy and Cones sequences of the Middlebury evaluation framework, and results were averaged across both sequences and the binary optimizations within each category.

Table I shows the results of these experiments using the default objective function parameter.\(^9\)

For both first order priors the vast majority of pixels are labelled optimally, more so with the SameUni proposals and fewest with the Smooth proposals. The second order priors generate more unlabelled nodes, the truncated quadratic kernel performing markedly worse in this respect, with the SegPln proposals generating the most unlabelled nodes. This potentially makes good optimization difficult.

\(^9\) Additional results showing the effect of the weight of the prior on the number of unlabelled pixels are given in Appendix C.
B. Comparison of fusion strategies

With a relatively high number of unlabelled nodes when using a second order prior, it is clearly important to try to fix them as effectively as possible. In the following experiments we tested the six post-QPBO labelling strategies described in §III-B. We used 2op, linear, and SegPln settings as these give a level of unlabelled nodes that is high, but not prohibitively so (in the case of the more costly strategies).

The first experiment involved trying all of the fusion strategies at each iteration, on exactly the same binary optimization (the optimal labelling given by QPBOP was used to update D), and this was carried out on the Middlebury Teddy, Cones and Cloth3 sequences and the results concatenated. The speed of the fusion strategy is important. Fig. 3(left) shows that QPBOP rapidly becomes several orders of magnitude slower as the number of unlabelled pixels rises, while other methods show a more modest increase over the same range; of these there is only a fractional difference in speed, though order of fastest to slowest is consistently QPBO-F, QPBO-L, QPBO-R, QPBOI-F, QPBOI-R. Also important is the energy reduction performance of each strategy—QPBOP, which gives an optimal solution, performs best, while QPBO-F, with the simplest labelling strategy, is guaranteed to perform worst. Fig. 3(right) shows how the other strategies perform relative to these two, by normalizing the energy reduction between 0, representing the performance of QPBO-F, and 1, representing the performance of QPBOP. The normalized energy reduction of the four remaining strategies were discretized into 20 equally sized bins, which (except the bin for 0–0.05) are shown in the stacked bar graph of fig. 3. The graph indicates that QPBOI-R achieves the largest energy reduction after QPBOP, based on it having the largest mass towards the right of the graph.

The second experiment tested the performance of each strategy over an entire iterative optimization, by running them individually until convergence on the same set of proposals. Table II shows the quantitative results of this experiment on the Teddy sequence. In terms of performance, QPBOI-R registers the lowest energy after QPBOP, inline with the previous experiment. In terms of time per fusion, QPBOP is the slowest method by two orders of magnitude, but converges in the smallest number of iterations and with the lowest average number of unlabelled nodes. The QPBOI methods are slower than the remaining methods, due to their costly graph re-solving; however, QPBOI-F is more than twice as slow as QPBOI-R, which was not predicated by the
Fig. 3. Effect of fusion strategies on time (left) and energy (right).

<table>
<thead>
<tr>
<th></th>
<th>QPBO−F</th>
<th>QPBO−L</th>
<th>QPBO−BF</th>
<th>QPBO−R</th>
<th>QPBOI−R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (% &gt; QPBOP)</td>
<td>1.13</td>
<td>0.666</td>
<td>0.374</td>
<td>0</td>
<td>0.571</td>
</tr>
<tr>
<td>Fusion time (avg. secs.)</td>
<td>8.33</td>
<td>8.24</td>
<td>50.9</td>
<td>1680</td>
<td>9.77</td>
</tr>
<tr>
<td>No. iterations</td>
<td>42</td>
<td>44</td>
<td>45</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>Unlabelled (avg. %)</td>
<td>27.8</td>
<td>12.8</td>
<td>16.1</td>
<td>11.0</td>
<td>12.8</td>
</tr>
</tbody>
</table>

TABLE II
RESULTS OF THE VARIOUS FUSION STRATEGIES APPLIED TO THE TEDDY SEQUENCE USING “2OP, LINEAR, SEGPLN, QPBOI-R”.

results of the previous experiment. This is most likely due to its larger number of unlabelled nodes per fusion, which has a linear effect on the time taken to fix unlabelled nodes—there is a trend for the methods which fix nodes better (i.e. generate lower energies) to also generate fewer unlabelled nodes in successive iterations. QPBO-R is competitive with the other non-QPBOI methods in terms of speed, while outputting a lower energy.

Considering the trade-off between time and efficacy, we felt QPBOI-R to be the most suitable method for our problem, and used this in all further experiments save those involving a 2op quadratic prior—the potentially high number of unlabelled pixels involved in the latter optimizations can make the QPBOI method prohibitively expensive also, so we used QPBO-R in this case instead.
C. Proposals

In §III-C we introduced three classes of proposal. Fig. 4 demonstrates the effect of using these proposals on the Venus sequence, under the various smoothness priors. The number in the bottom left corner of each image is the number of fusion iterations used to generate that image (when the convergence criterion was met). From these we see that many more SameUni proposals (drawn from an infinite set) are required before convergence, compared to the other approaches, making this a slower approach. We also see that the output from the SameUni proposals is always piecewise-fronto-parallel, regardless of the prior used, in spite of the fact that the lower energy final output of the Smooth proposals (which incorporates the other two outputs) are only piecewise-fronto-parallel with the first order linear prior. Since the disparity converges on a local minimum w.r.t. the fusion moves, the moves themselves must create a convergence basin which includes only piecewise-fronto-parallel solutions. Indeed, this can be seen to be the case when one considers the simple problem of fig. 5—given a fronto-parallel current solution and planar optimal solution, any intermediate solutions increase the $E_{\text{smooth}}$ cost, thereby creating an energy hump which cannot be overcome by any single fusion. This suggests that the SameUni proposals are only suitable for use with a first order linear prior.

The output from SegPln proposals, with their planar segments which contain many small changes in disparity instead of a few large ones, is forced to be as fronto-parallel as possible by the first order linear prior, generating an output that is far from accurate. However, these proposals are favoured by both the truncated quadratic first order prior and the two forms of second order prior, generating plausible results that are incorporated into the output of the Smooth proposals also.

As well as combining the outputs from the SameUni and SegPln proposals, the Smooth proposals also allow disparity gradient discontinuities to become smoother. This effect can be seen by comparing the output from the Smooth proposals (fig. 6(e)) to pre-smoothed disparity, i.e. fusion of SegPln and SameUni outputs, (fig. 6(d)) for the linear second order prior—gradient discontinuities (e.g. top right & bottom centre of the image) become more curved. What this shows is that the linear second order prior, like the quadratic first and second order priors, does allow curved surfaces where the data supports this, unlike the linear first order prior.

The success of both the SegPln and Smooth proposal schemes, in spite of sometimes high
Fig. 4. Effect of proposals and the form of prior.
Fig. 5. The fronto-parallel proposal energy hump.

(a) Ground truth (discretized).  (b) 1op linear.  (c) 1op quadratic.

(d) 2op linear pre-smooth.  (e) 2op linear.  (f) 2op quadratic.

Fig. 6. Results for a region of the Middlebury Cloth3 sequence, displayed as a shaded 3-d disparity surface.

numbers of unlabelled nodes, suggests that the optimization framework proposed here will work well with any arbitrary proposals, and not just the three schemes put forward here as examples.
D. Comparison of priors

To evaluate the performance of second order priors we compare their results with those of first order priors generated using the same stereo framework presented here. We use four quite different sequences, each containing two rectified views. The Corridor sequence (fig. 1) is a synthetic greyscale sequence, Venus (fig. 4), a Middlebury evaluation sequence, is of a highly planar scene, Teddy (fig. 7), another Middlebury evaluation sequence, is of a cluttered scene of curved and planar textured and textureless objects, and Cloth3 (fig. 6), an additional Middlebury sequence, is of a highly curved and textured surface.

The first thing to notice is that all results using a 1op linear prior are highly piecewise-fronto-parallel. This results from the facts that the prior permits only fronto-parallel surfaces with zero cost, and that the concave kernel prefers a large jump in disparity over many small ones. This
results in a highly unnatural reconstruction.

The convex centre of the quadratic kernel overcomes this piecewise nature, preferring several smaller jumps in disparity over a larger one. In the case of the first order prior this allows the generation of both planar (fig. 4) and curved surfaces (fig. 6(c)). However, it should be noted that these non-fronto-parallel surfaces must pay a smoothness cost, and this cost must be outweighed by the savings in data cost of the surface over a fronto-parallel one. In the cases where the surfaces aren’t textured enough (fig. 1(d)) or the surface gradient is too great (bottom of fig. 7(c)), the reconstruction inevitably reverts to piecewise fronto-parallel planes.

The second order priors can equally generate curved surfaces where the data costs favour this, but additionally allow planar surfaces to be reconstructed in low texture and steep gradient regions, as seen in figures 1 and 7 respectively, improving the results in these regions. The choice of kernel has a lesser impact on second order priors (see fig. 6), but the truncated linear kernel generates a more piecewise-planar output than the quadratic kernel, which allows for slightly rougher surfaces at a fine scale. What is noticeable with a truncated quadratic second order prior are that large scale artifacts can occur, e.g. to the left of fig. 7(g), due to problems in the optimization caused by the high number of unlabelled pixels with this prior.

Fig. 8 shows the quantitative results from the Middlebury evaluation framework for all combinations of smoothness prior order and kernel. Error rates at various error thresholds (left) show that the 1op linear prior consistently performs worst, while the 2op linear prior performs best at all error thresholds save the lowest, at which 1op quadratic performs best—the performance of this latter prior drops behind at higher thresholds due to the greater number of gross errors caused by the fronto-parallel preference of the prior. The 2op quadratic prior is always a fixed distance behind the 1op linear prior, a result of the extra gross errors caused by the optimization. Performance compared with other algorithms (right) shows exactly the same in terms of the relative performance of the priors, but it also shows that, while all priors perform worst at an error threshold of 1 (the default error threshold, which many algorithms are tuned to perform well at), the performance of all priors but 1op linear improves more at lower error thresholds than at higher ones, indicating their better sub-pixel accuracy in comparison to other methods.
Fig. 8. Scores for different priors in the Middlebury stereo evaluation framework.

E. Visibility

Fig. 7(e) highlights the benefits of a visibility constraint. It shows the visibility map for $I_1$ of Teddy—pixels deemed occluded according to the following disparity maps are painted (covering the previous colour) in the following order: 2op linear prior without visibility constraint (d), red; 2op linear prior with visibility constraint (f), blue; ground truth (a), black. Comparing numbers of red and blue pixels one can see that the visibility constraint reduces the number of falsely occluded pixels—it essentially encourages uniqueness of correspondences between input images. As unique correspondence is a constraint on real-world scenes, incorporating such a constraint in a stereo framework produces better results.

F. Multiple & arbitrary views

The formulation of our objective function allows for any number of input images to be used, and for those images to have arbitrary viewpoints. Fig. 9 shows results for such a dataset—the Plant & toy sequence from [4]—for the 2op linear prior. We found little or no qualitative improvement between $N = 2$ (three views) and $N > 2$, something we believe can be attributed to the fact that three views are sufficient (in this case) to ensure that each pixel of $I_0$ is visible in at least one other view. However, should more views be required, fig. 9(right), shows that, in practice, the time per fusion iteration rises approximately linearly with $N$. 
Fig. 9. Multiple, arbitrary views. Top left: I₀ for the Plant & toy sequence, which has arbitrary input views. Bottom left: Output disparity using “2op, Smooth, QPBOI-R”, for N = 2. Right: Graph of mean fusion times for each proposal scheme as a function of N.

V. CONCLUSION

In this work we have introduced a powerful framework for optimizing a second order smoothness prior in stereo with geometrical visibility reasoning. In doing so we introduce these key contributions which make this possible: providing a means to combine arbitrary, ad-hoc disparity proposals in a reasoned way, minimizing a single objective energy; proving that binary non-submodular triple cliques can be decomposed into sets of pairwise cliques, enabling the use of a second order prior; developing an asymmetrical occlusion model that consists of only pairwise cliques; proposing two new and effective methods for fixing the labels of nodes left unlabelled by QPBO.

We have compared the performance of four different priors within this framework, and demonstrated that the second order prior with a linear truncated kernel, and its complementary optimization framework, produces depth maps that more accurately reconstruct the scene, especially in low texture or highly slanted regions. We have shown that the algorithm can equally
be applied to multi-view stereo with arbitrary camera viewpoints, and does so for a computational cost roughly linear in $N$.

This work, in concentrating on the optimization of a second order prior, has paid scant attention to the form of the data likelihood term, the use of a sampling-insensitive measure of photoconsistency, the form of the contrast dependent weighting of the smoothness term (i.e. the form of the CRF), the learning of optimal model parameters and the quality of the ad-hoc proposals. We expect that improvements in these areas will bring about significant increases in performance. In addition, the optimizer we use, QPBO, is relatively new to the field of Computer Vision, and therefore we can expect its performance to increase significantly in the future with the development of further techniques to improve label fixing, to the extent that using a 2op quadratic prior may become viable.
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APPENDIX A

GRAPH CONSTRUCTION AND SUBMODULARITY

A. Smoothness prior submodularity

A second order smoothness prior is a function of the disparity of three pixels, $p$, $q$ and $r$. If such a prior is to encourage planarity then the three pixels must be colinear and the cost function, $\rho_s(\cdot)$, on the second derivative of their disparities must satisfy

$$\rho_s(s = 0) < \rho_s(s \neq 0),$$

(18)

$$s = D(p) - 2D(q) + D(r).$$

(19)

Kohli [30] proved that the use of a Potts model cost function in a fusion move optimization framework can generate non-submodular edges with fronto-parallel (i.e. $\alpha$-expansion) and $\alpha\beta$-swap moves. Since the former move is a special case of planar, as well as arbitrary moves, the
proof is valid for these move classes also. We extend his proof for the fronto-parallel move (hence covering all forms of move used in our optimization framework) to encompass all smoothness cost functions which satisfy equation 18.

**Theorem 1** Any triple clique, planarity encouraging smoothness cost function which satisfies equation 18 has the potential to generate non-submodular graphs in a fusion move framework with fronto-parallel, planar or arbitrary proposals.

**Proof** We prove this by showing that the fusion of a particular current disparity with a fronto-parallel proposal using a cost function which satisfies equation 18 does not satisfy the submodularity constraint.

Consider a 3 × 1 pixel disparity map $D_t = \{1, 2, 1\}$ being fused with the proposal disparity map $D^p = \{3, 3, 3\}$. The smoothness costs for each binary indicator image $B = \{0, 0, 0\}$, etc. are given by the cost function table:

<table>
<thead>
<tr>
<th></th>
<th>$\phi(0, 0, 0)$</th>
<th>$\phi(0, 0, 1)$</th>
<th>$\phi(0, 1, 0)$</th>
<th>$\phi(0, 1, 1)$</th>
<th>$\phi(1, 0, 0)$</th>
<th>$\phi(1, 0, 1)$</th>
<th>$\phi(1, 1, 0)$</th>
<th>$\phi(1, 1, 1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>$\rho_s(-2)$</td>
<td>$\rho_s(0)$</td>
<td>$\rho_s(-4)$</td>
<td>$\rho_s(-2)$</td>
<td>$\rho_s(0)$</td>
<td>$\rho_s(2)$</td>
<td>$\rho_s(-2)$</td>
<td>$\rho_s(0)$</td>
</tr>
</tbody>
</table>

A triple clique will only generate submodular pairwise cliques if, when any one of the three variables is fixed to a given value, the cost table of the remaining two variables is submodular [41]. In the case above, when the middle pixel is fixed to 0, the submodularity constraint,

$$\phi(0, 0, 0) + \phi(1, 0, 1) \leq \phi(0, 0, 1) + \phi(1, 0, 0),$$

does not hold as

$$\rho_s(-2) + \rho_s(2) > \rho_s(0) + \rho_s(0),$$

given equation 18. Furthermore, no reparametrization of the labels (i.e. swapping the disparities associated with binary labels 0 and 1) can correct the problem: flipping the middle pixel will generate a non-submodular cost with that pixel fixed to 1; flipping both end pixels is effectively the same problem as the former, with all labels inverted, hence also non-submodular; flipping the last pixel will generate a non-submodular cost when the first pixel is fixed to 1; by symmetry,
flipping the first will have a similar effect; flipping the middle and first, and middle and last pixels simply generate inversions of the previous two cases, hence are also non-submodular. □

B. Triple clique decomposition

Kolmogorov and Zabih [41] give a method for decomposing submodular triple cliques into six submodular pairwise cliques, with the addition of a latent graph node. In [53] we stated that this decomposition is also valid for non-submodular triple cliques, albeit generating non-submodular pairwise cliques. We prove this in fig. 10 by showing that the four variable energy tables, which result from the addition of the latent node, for the two values of $\pi$ (defined in the figure) satisfy the required constraint (in the dashed box) independent of the form of the input triple clique energy table.

APPENDIX B

IMPLEMENTATION DETAILS

This appendix provides further implementation details which will allow the reader to more accurately replicate our method. Additionally, a full MATLAB® implementation of the framework is available online [67].
A. Computing visibility

The value of $V^i_x$ is set to 1 unless there is another output pixel, $p$, which projects into $I_i$ within half a pixel in both horizontal and vertical directions as the projection of pixel $x$, and for which the projected depth is less than that of $x$, in which case $V^i_i(x) = 0$. The depth of output pixel $x$ in the coordinate frame of $I_i$ is the inverse of its disparity in the same coordinate frame, which shall be written as $D_i(x)$ and is computed in the projection $\pi_i(x, D(x))$. Therefore

$$V^i_x = 1 - \max_{p \in \mathcal{X}} \left[ \frac{\parallel \pi_i(x, D(x)) - \pi_i(p, D(p))\parallel_{\infty}}{< 0.5} \cdot \left[ D_i(p) > D_i(x) \right] \right],$$

(22)

where $\lfloor \cdot \rfloor$ is the Iverson bracket—[statement] is equal to 1 if statement is true, 0 otherwise.

B. Generating SegPln proposals

SegPln proposals are generated using the ad-hoc approach of segmentation-based methods [26], [27] to generate a set of piecewise-planar proposals, which are then cycled through continuously. In our implementation, demonstrated in fig. [11], the first stage of proposal generation involves a local window matching process [6] to generate an approximate (very noisy) disparity map. We do this by averaging the cost given by

$$\sum_{i=1}^{N} \rho_d(I_i(x, d) - I_0(x))$$

over a pixel’s $5 \times 5$ neighbourhood, for a range of disparities, $d$, and select the disparity which produces the lowest cost.

We then use two different image segmentation algorithms, one colour-based [64], and one texture-based [68], and 14 sets of parameters in total, to generate segmentations of $I_0$, ranging from highly under-segmented to highly over-segmented. For each segment in each segmentation we use LO-RANSAC [69] to find the plane that produces the greatest number of inlying correspondences from the first stage (given a suitable distance threshold), and set all the pixels in the segment to lie on that plane.

C. Objective function parameters

We use the following parameter settings for all experiments:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\nu$</th>
<th>$\sigma_d$</th>
<th>$\lambda_l$</th>
<th>$\lambda_h$</th>
<th>$\sigma_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.01</td>
<td>30$C$</td>
<td>$9N/\Delta d$</td>
<td>$108N/\Delta d$</td>
<td>0.02$\Delta d$</td>
</tr>
</tbody>
</table>

where $C$ is the number of colour channels in the input sequence, and $\Delta d = d_{\min} - d_{\max}$ is the range of disparities searched over, which varies between input sequences. These settings were
Fig. 11. **SegPln proposal generation.** *Top row:* \( I_0 \), and 3 of its 14 segmentations. *Bottom row:* approximate disparity map from window matching, and 3 SegPln proposals generated by fitting planes to each segment in the above segmentations.

obtained by visual evaluation of results on a small number of Middlebury images (although it must be emphasized that they were not chosen with any reference to the Middlebury evaluation score) over a range of parameter settings. The order of the prior was found not to change the relative performance of parameter sets significantly.

### D. Optimization

We use Kolmogorov’s [70] implementations of QPBO, QPBOP and QPBOI, which use a max-flow algorithm described in [71]. Both QPBOP and QPBOI methods make use of treerecycling [72] for a fast implementation; the number of graph solves is at most linear in the number of unlabelled nodes for QPBOI, but exponential for QPBOP, though it should be noted that QPBOP labels nodes optimally, rather than approximately, as with QPBOI.

The initial depth map, \( D_0 \), is set to \( D_0(x) = \text{rand}[0, 1] \) for each \( x \) independently. Optimization is halted when the average decrease in energy over the last 20 iterations drops below 0.01% of the current energy.
APPENDIX C
ADDITIONAL RESULTS

A. Number of unlabelled nodes

The number of unlabelled nodes were also computed for various weights of the prior term, $E_{\text{smooth}}$, with respect to the data term, $E_{\text{photo}}$. These experiments were again carried out on both the Teddy and Cones sequences of the Middlebury evaluation framework using QPBO-F, with results being averaged across both sequences and the binary optimizations within each category. Fig. 12 shows the results of these experiments on the four forms of prior, for the three different proposal schemes.

What is interesting, even surprising to note is the way each of the proposal schemes affect the number of unlabelled nodes differently as the weight changes. For example, the SegPln proposal scheme generates more unlabelled nodes at low weights with the first order priors, while with the second order priors the number of unlabelled nodes increases with the prior weight up to a certain point, before dropping off slightly.
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