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Consider an optimization problem of the form:

$$\min_y f_1(y) + f_2(y)$$

- Usually $f(y) = f_1(y) + f_2(y)$ is hard to optimize.
- Each of $f_1(y)$ and $f_2(y)$ can be easily optimized separately.
- Dual decomposition idea: Decompose original problem into optimizable subproblems and combine their solution in a principled way.
- Use variable duplication and duality to achieve the above.
Original problem:

\[
\min_y f_1(y) + f_2(y)
\]
Optimization Problem

Original problem:

\[
\min_y f_1(y) + f_2(y)
\]

Duplicate variables:

\[
\min_{y_1, y_2} f_1(y_1) + f_2(y_2)
\]

\[
s.t \ y_1 = y_2
\]
Duplicate variables:

\[
\begin{align*}
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- The lagrangian dual \( g(\lambda) \) is always a concave function of \( \lambda \), so \(-g(\lambda)\) is convex, and hence is minimized easily.
- Sub-gradient descent is used to optimize wrt \( \lambda \).
- Subgradient of \( g_1(\lambda) = \min_{y_1} \left( f_1(y_1) + y_1^T \lambda \right) \) is given by
  \[
  \nabla(g_1(\lambda)) = \bar{y}_1 = \arg \min_{y_1} \left( f_1(y_1) + y_1^T \lambda \right)
  \]
  . So computing subgradient essentially involves solving this minimization.
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The obtained primal solutions $y_1^*$ and $y_2^*$ will in general not satisfy $y_1^* = y_2^*$ (its only satisfied when duality gap is 0).

One way is choose one of $y_1^*$ or $y_2^*$ (whichever one has lower primal value).

Currently I haven't figured out how people find a good feasible primal solution (Victor help!).

\[
f(y) = \theta_{ac}(y_a, y_c) + \theta_{ad}(y_a, y_d) + \theta_{ab}(y_a, y_b) + \theta_{bc}(y_b, y_c) + \theta_{bd}(y_b, y_d)
\]

\[y \in \{1, 2, \cdots, L\}\]
Examples

\[ f_1(y^1) = \theta_{ac}(y^1_a, y^1_c) + \theta_{ad}(y^1_a, y^1_d) + \frac{1}{2} \theta_{ab}(y^1_a, y^1_b) \]

\[ f_2(y^2) = \frac{1}{2} \theta_{ab}(y^2_a, y^2_b) + \theta_{bc}(y^2_b, y^2_c) + \theta_{bd}(y^2_b, y^2_d) \]

\[ f(y) = f_1(y) + f_2(y) \]
Other applications

- Applications to optimization of higher order potentials (i.e. energies involving more than just pairwise terms).
- Parallelization of optimization (next ..)
The missing parts

- It's easy to extend the discussion to decomposition into $> 2$ parts.
- There can be many choices for decomposing, which is a good choice?
- Theoretical properties, what guarantees can we get on the primal solution.